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1 Ridges in Euclidean Geometry

1.1 Restricted Local Extrema

We now take a closer look at the definition for local extrema of a function f € C?(IR",R). Ridges will be a
generalization of local maxima whereby the test for maximality of f(z) is made in a restricted neighborhood
of . A similar concept of courses generalizes local minima, but since local minima of f are local maxima of
—f, it is sufficient to study only the concept of ridge.

Recall that a point x is a critical point for f if v D f(x) = 0 for all directions v (equivalently, D f(z) = 0).
At a critical point, f(x) is a strict local maximum if vT D? f(x)v < 0 for all directions v (equivalently, D? f(z)
is negative definite) and in this case z is said to be a local maximum point. Let vy through v,, be linearly
independent directions and define the n x n matrix V = [v; --- v,] whose columns are the given directions.
The test for local maximum points becomes VT D f(x) = 0 and VT D2 f(z)V < 0. In effect we are exploring
the function values in a neighborhood of « which is locally represented by the affine space z+ (V) = z +R".
The function to be tested, ¢ : R™ — IR, is defined by ¢(s) = f(z + V's). A local maximum point x occurs
when D¢(0) = VIDf(x) = 0 and D%¢(0) = VI D?f(x)V < 0.

Rather than testing for a local maximum in all n directions, it is possible to restrict attention to only
n — d directions for some d with 0 < d < n. Let the directions be denoted vy through v,_4 and define the
nx (n—d) matrix V = [v; --- v,_g4). Consider f restricted to the affine space =+ (V). Define ¢ : R"™* — R
by ¢(s) = f(z + Vs). A point z is a restricted local mazimum point of type d relative to V if f(x) is a local
maximum in the affine space  + (V). The test for such a point is symbolically just as in the case d = 0:
D¢(0) = VIDf(z) = 0 and D?¢(0) = VT D?f(x)V < 0. The definition is summarized below.

Definition 1 (Restricted Local Maximum). Let f € C*(R",R). For a given d with 0 < d < n and
ann x (n—d) matriz V of rank n—d, the point x is a restricted local maximum point of type d with respect
to V if VIDf(x) =0 and VT D?f(2)V < 0.

Note that VTDf(x) = 0 is a system of n — d equations in n unknowns which, by the Implicit Function
Theorem, typically has solutions which lie on d-dimensional manifolds. The terminology type d in the
definition is used to reflect the expected dimensionality of the solution set. Also note that local maxima
are just special cases of this definition when d = 0. Such points typically are isolated and are labeled as
0-dimensional structures.

In the case d = 0, any choice of V' yields the same extrema. When d > 0, there are many choices for V. In
this book we will concentrate on only a few choices for both d and V. Generally the choices will depend on
the needs of a particular application.

Example 1. Let n = 2, d = 1, and f(z,y) = 2%y. If v; = (1,0), then VTDf = 22y and VT D?fV = 2y.
The restricted local maxima occur when = 0 and y < 0. If v; = (1,1), then VT Df = x(z + 2y) and
VTD?fV = 42 + 2y. The restricted local maxima occur when z = 0 with y < 0 or  + 2y = 0 with y > 0.

In the previous two examples the direction vectors are constant. The search for restricted local maxima
in these cases is equivalent to looking for local maxima of the function along straight lines in its domain.
The direction vectors can depend on the point of application. For example, if v; = (y, —), then VT Df =
2(2y? — 22) and VT D?fV = 2y(y? — 222). The restricted local maxima occur when 2 = 0 with y < 0 or



x = ++/2y with y > 0. The search for restricted local maxima is equivalent to looking for local maxima of
the function along circles centered at the origin.

FIGURES GO HERE, ONE FIGURE FOR EACH OF THE THREE EXAMPLES.

1.2 Height Ridge Definition

The choice of V for the d-dimensional height ridge definition is based on convexity/concavity of the graph
of f. The idea is that a ridge point on the graph is a place where f has a restricted local maximum in n —d
directions for which the graph of f is concave. The motivation comes from the case n = 2 where the graph
is thought of as mountain terrain. Peaks of the terrain (d = 0) can be simply characterized by those points
for which the function has a local maximum. As indicated in the introduction chapter, ridges of the terrain
(d = 1) can be characterized in a variety of ways. The height ridge definition uses the heuristic that a ridge
point should be a point for which the function has a local maximum in the direction for which the graph
has the largest concavity. Figure (?777) shows the graph of a function on which such points are marked.

FIGURE GOES HERE. (Gaussian graph with ridge shown, from dissertation)

Since eigenvalues of the D? f measure convexity and concavity in the corresponding eigendirections, a natural
definition for ridges is given below.

Definition 2 (Height Ridge Definition). Let f € C?*(R™,R). Let \; and v;, 1 < i < n, be the
eigenvalues and unit-length eigenvectors of D*f with A1 < --- < \,. A point x is a d-dimensional ridge
point if z is a restricted local mazimum point of type d with respect to V = [vy ---v,_g]. Since VI D?fV =

Diag{\1,..., A\n_a} and since the eigenvalues are ordered, the test for a ridge point reduces to VIV f(z) =0
and Ap—q(z) < 0.

The definition can be modified to allow z to be a restricted local maximum point with respect to any subset
of n — d eigenvectors for which the eigenvalues are negative, but we do not consider that generalization in
this book. An equivalent formulation for the more general definition in the case n = 2 and d = 1 is found in
(cite LINDEBERG book).

Example 2. Consider f(x,y) = 2%y. The eigenvalues of D?f are \; = y — /422 + 92 and )y = y +
V4x? + y2. Observe that Aj(z,y) < 0 < Ag(x,y) for all (x,y). Corresponding (non unit length) eigenvectors
are

(—y+R,—2x), Z/SO (va_y—’_R)v ySO
vy = and vy =
(2z,—y—R), y>0 (~y—R,—22), y>0

where R = /422 + y2. The two different sets of eigenvectors are used since at x = 0 one vector in each set
degenerates to the zero vector. The first directional derivatives are

2z(yR — 22 —4?), y<0 223y + R), <0
JIDf = (y y?), y< ond oIDf 3y +R) y <

2*(3y — R), y >0 —2z(yR+a2*+y?), y>0



Let V be the 2 x 2 matrix whose columns are v; and v,. Since D?f is a symmetric matrix, its eigenvectors
v1 and v are orthogonal; thus we have VTD?fV = Diag{\1|v1]?, Aa|v2|?}.

There are no 0-dimensional ridges (4.e. no local maxima) since Ay > 0 for all (x,y). There are 1-dimensional
ridges. Firstly, note that Aj(x,y) < 0 as long as not both x = 0 and y > 0. Secondly, if z =0 and y < 0,
then VIDf = 0 and VTD?fV < 0. Also, if y > 0 and 2% = 2y%, then VT'Df = 0 and V' D?fV < 0.
Therefore, the 1-dimensional ridges lie on three rays with origin (0, 0).

FIGURE GOES HERE.

Example 3. Consider f(z,y,2) = —0.5(ax? + by? + c2?) where 0 < a < b < c. The first derivatives
are Df = —(ax,by,cz), and the second derivatives are D?f = — Diag(a,b,c). The ordered eigenvalues
are \y = —¢, Ay = —b, and A\3 = —a, with corresponding eigenvectors v; = (0,0,1), v = (0,1,0), and

vz = (1,0,0). The only 0-dimensional ridge point is the local maximum point (0,0,0). The 1-dimensional
ridge points consist of the z-axis since v] Df = vJ Df = 0 imply y = z = 0. Intuitively this seems reasonable
since the longest axes of the ellipsoidal level sets lie on the z-axis. The 2-dimensional ridge points consist
of the xy-plane since v{ Df = 0 implies z = 0. This set also makes intuitive sense since the ellipsoidal level
sets are flattest in the z-direction.

FIGURES? How about (1) rendered ellipsoid, (2) slice perpendicular to the z-axis, (3) slices parallel to
zy-plane.

1.3 1-Dimensional Ridges in IR?

Constructing closed form representations for ridges is generally intractable. For dimensions 2 through 4 it is
possible to solve symbolically for the eigenvalues and eigenvectors in closed form (REFER: CRC Handbook
formulas). However, solving explicitly for the roots of the first derivative equations is not possible. For
dimensions n > 5 there are no formulas for the roots of polynomials of degree n. (REFER: Galois result
about roots of polynomials). Numerical algorithms for solving eigensystems must be used instead. Section
(777) gives a discussion of such solvers. The remainder of this chapter provides ridge algorithms which lend
themselves to numerical computation.

We resort now to index notation discussed in Section (???). The eigensystems for D? f are given by f;u; =
au; and f;;v; = Bv; where o < B, wju; = 1, v;v; = 1, wyu; = 0, and e;;u;v; = 1 (the vectors v and v form a
right-handed orthonormal system). Define P = u; f; and Q = v; f;. According to the height ridge definition,
a point z € R? is a 1-dimensional ridge point if P(z) =0 and a(z) < 0.

To facilitate detection of zeros of P, we require P(z) to be at least a C* function. In a region where o < 3,
the eigenvectors v and v are C*~2 functions as long as f is a C* function. We will assume that k& > 3 so
that the eigenvectors are at least C' in such regions. Problems can occur at umbilics, those points for which
« = (. At umbilics the eigenvectors can become discontinuous. The two 1-dimensional eigenspaces when
a # [ merge into a 2-dimensional eigenspace when a = 3. For example, consider f(z,y) = (z* + 6y?)/12.
The second derivative matrix is D?f = Diag{z?,1}. The ordered eigenvalues are o = min{z?, 1} and



B = max{x?,1}. For z > 1 the eigenvectors are u = (0,1) and v = (1,0). For # < 1 the eigenvectors are
u = (1,0) and v = (0,1). The eigenvectors become discontinuous as x varies through 1; the eigenspaces are
in a sense swapped.

Umbilics play the role of either endpoints or branch points for 1-dimensional ridges. The algorithm discussed
in this section applies to ridges which lie in umbilic-free regions, that is, in regions for which o < 8 and o < 0.
However, the numerical algorithms can become ill-conditioned near an umbilic point, so the algorithms must
detect umbilics and handle them appropriately. Section (777) deals with these issues.

The algorithm consists of finding an initial ridge point, then traversing the ridge by following the ridge
direction. Both steps involve computing the gradient of P. To support the application of ridge finding where
the function is given discretely as a table of values, it is helpful to have a closed form formula for DP which
involves only explicit occurrences of the derivatives of function f and the eigenvalues and eigenvectors of
D?f. In this case, splines may be used as a smooth representation of f. Section (???) gives a detailed
discussion of the use of B-splines.

Since u and v form an orthonormal system we can write Df as f; = Pu; + Qv;. Moreover, u;u; = 1 implies
uiu;; = 0. Differentiating P yields Py = u;f ik + winfi = our + Quiu, . Differentiating f;u; = au;
vields fijujr + fijkt; = au;, + o ru; where we have used f;;u; = au;. Contracting with v; and using
vifi; = Bu; and w;v; = 0 we obtain Svju,k + fijkvitt; = aviu; k. Therefore, viu;p = fijrvin;/(a — B).
Substituting this in the previous equation for P yields

P = au, + ai_ﬁf,ijkviuj- (1)

The eigenvectors and eigenvalues are computed using second derivatives of f, the quantity @ = v; f,; requires
first derivatives of f, and Pj additionally requires third derivatives of f. All calculations do not require
explicit formulas for the derivatives of eigenvectors u; ; or v; ;.

1.3.1 Ridge Flow

Given an initial approximation A to a ridge point, a flow path to the ridge is determined by gradient descent.
Ridge points occur as absolute minimum points for the function P?(x)/2 where a(z) < 0. The gradient
descent is modeled by

dt

= —(P*(2(t))/2). = —P(z(t)) Ps(z(t), 2:(0)=A;, i=1,2. (2)

The solution curve terminates at time 7' > 0 if P(x(T)) = 0 or if a positive local minimum is reached, in
which case a different starting point should be used. The point R = z(T) will be used as the starting ridge
point for ridge traversal. Gradient descent and minimization are discussed in Section (777).

1.3.2 Ridge Traversal

Let R be the initial ridge point obtained by the construction in the previous subsubsection. If T'(z) is a
tangent vector to the ridge, then the ridge can be traversed by solving a system of ordinary differential
equations, dx/dt = T'(z). To determine T'(z), note that the ridge curve is a solution to P(z) = 0, so it is
(part of) a level curve for P. The gradient of P is therefore normal to the ridge; a tangent to the ridge



is orthogonal to the normal, so T;(z) = e;; P;(z). The system of equations determining the traversal is

therefore
dzi(t)

dt == eijPJ(m(t))v z;(0) =R;, i=1,2 (3)
where two traversals are required. Ordinary differential equation solvers are discussed in Section (777).
EXAMPLES.
e tube

e Y-junction
e T-junction

e head image (or something realistic)

1.4 1-Dimensional Ridges in R?

The ridge construction gets somewhat more complicated because of the effects of what we call semi-umbilics.
These are points for which at least two eigenvalues are equal (but not necessarily all eigenvalues are equal).
At semi-umbilics the eigenvectors can be discontinuous, and swapping of eigenspaces can occur.

Let fiju; = ow;, fi;v; = Bv;, and f; jw; = yw; where a < 8 < 7 and u, v, and w form a right-handed
orthonormal system (the vectors are all unit length, mutually orthogonal, and e;;,u;v;wr = 1). Define
P = uf;, Q@ = v;f;, and R = w,;f;. According to the height ridge definition, a point z € R? is a
1-dimensional ridge point if P(z) =0, Q(x) =0, and S(z) < 0.

We assume that f is at least a C2 function so that the eigenvectors are C3 functions within regions which
contain no semi-umbilics. The semi-umbilics § = v or a = =y are analogous to the umbilic case when n = 2.
Ridges tend to branch or end at such points. However, occurrence of the semi-umbilic « =  should not
generally be a stopping condition for the ridge construction. This type of semi-umbilic will occur for data

sets with cylindrical symmetry. For example, consider f(x,y,2) = — (222 + 2y? + 22). The first derivatives
are Df = (—4x,—4y,—22) and the second derivatives are D?f = Diag(—4, —4,—2). Thus, a = 3 = —4 and
v = —2. There are many choices for v and v, but for any such choice the equations P = 0 and @) = 0 provide

a 1-dimensional ridge (0,0, z) for all z € R.

At semi-umbilics the eigenspace has dimension larger than 1. Although the eigenvectors may become dis-
continuous, it is possible to choose a smoothly varying basis for the eigenspace. Assume that v > 5 in the
region for which we seek ridges. Let @ and © be smoothly varying orthonormal vectors which span (w)*.
The eigenvector basis and the smooth basis are related by

Uk €11 C21 Uk Uk

Vg Cl2 €22 v

>
<
>

where C' = [¢;;] is an orthogonal matrix. Define

P P

Q Q



so P =0and @ = 0 if and only if P = 0 and Q = 0. The ridge algorithms will require differentiating P and

Q. The following development provides closed form solutions for these derivatives.

Since @, v, and w form a smoothly varying orthonormal system, their derivatives satisfy

Uq, 5 0 0 Q. U;
Vij | = 0 0 |0 on
wi,j —aj —bj 0 w;

for some choice of continuous vectors a; and b;. Without loss of generality, the vectors in the (1,2) and
(2,1) positions of the matrix were set to zero since they represents rotations within the plane spanned by @
and v. Differentiating P and @ yields

Py Ui f i+ Ui fa f kiti; + Rag
Qx Vif ik +Vinfi f ki0s + Rby,

The ay, and by, are determined by the eigensystem for w, namely f,;;w; = yw;. Differentiate this to obtain
fijwik + fijpw; = yw; k + v,sw;. Substitute for w; ; and rearrange to obtain (f;;4; — v&;)ar + (f:;0; —
"y@z’)bk = f,ijkwj — 7, kWi Contracting with 4 and © ylelds (’L_j,if7ij’t_l,j - ’y)ak + (ﬂif,ijﬁj)bk = ijk@iwj and
(0i fi5U5)ar + (Ui f 4505 — v)be = fijk0;w;. This is a system of two equations in the two unknown vectors ax
and b, which can be solved explicitly as
—1
ag Ui fiju; =y Wif0; Jijrtiw;

b Uifigty  if 05— JoijkUiw;
Using the relationships between the eigenvectors and the smooth basis, we obtain
a | o o Fajruiw;
by ﬁf,ijkviwj

Substituting into the formulas for Py and Q j yields

Py, cr auy Tli/f,ijkuiwj
Q.x Buk + 55 fajrviw;

These formulas will be used both in finding an initial ridge point and in determining the ridge direction.
Note that the matrix C is an unknown quantity, but we will see that the ridge flow is independent of C' and
the ridge traversal only requires knowing det(C) = +1. With this in mind, define

Py aug + 2 fijruiw;
= ! (4)

Q,k Bug + le,yf,ijkviwj

These quantities will in effect play the role of the derivatives of P and @ despite the fact that they are
not necessarily the derivatives of some functions P and ). The use of index/derivative notation is used
suggestively to remind us how the quantities were obtained.



1.4.1 Ridge Flow

Given an initial approximation A to a ridge point, a flow path to the ridge is determined by gradient
descent. Ridge points occur as absolute minimum points for the function (P?(z) + Q*(z))/2. Note that

[P Ql=[P QlCand[ P, Qil=[Pr Qu]C, 50 PP;+QQ; = PP + QQ . Therefore, the

gradient descent is modeled by

dx;;t) = —P(z(t)Pi(z(t)) — Qz())Q.i(x(t), z:i(0)=A; i=1,2,3. (5)

The solution curve terminates at time 7' > 0 if P(2(T")) = 0 and Q(x(T")) = 0, or if a positive local minimum
is reached, in which case a different starting point should be used. The point R = z(T") will be used as
the starting ridge point for ridge traversal. The nice consequence of this result is that one does not have
to explicitly construct smoothly varying @ and v in order to compute the flow direction to a ridge. The
(possibly discontinuous) eigenvectors v and v can be used instead to produce the continuous flow direction.

1.4.2 Ridge Traversal

Let R be the initial ridge point obtained by ridge flow. If T'(z) is a unit length tangent vector to the ridge, then
the ridge can be traversed by solving a system of ordinary differential equations, dz/dt = T'(z). To determine
T(x), note that the ridge curve is a solution to P(x) = 0 and Q(z) = 0. The curve is the intersection of the
two implicitly defined surfaces whose normals are DP and DQ. The curve direction must be perpendicular
to both normals, so choose T to be the cross product of the normals, T;(z) = e;1 P (2)Q ().

As in ridge flow, we do not have to explicitly construct smoothly varying o and ¥ to obtain a continuous
ridge direction. Since [ DP DQ ] = DP DQ ]C and C is orthogonal, the cross products are related

by DP(z) x DQ(x) = det(C(x))DP(z) x DQ(z), where |det(C(z))| = 1. The discontinuity of the cross
product is captured entirely by det(C(x)). If a semi-umbilic @« = § causes eigenspaces to be swapped, or
if the numerical eigensolver does not provide a smoothly varying set of eigenvectors as x varies, then such
behavior will affect det(C(z)) and can be detected in the implementation by comparing the angle between the
previously computed direction and the currently computed direction. The system of equations determining
the traversal is therefore

da:(;t(t) =4 eijnPj(x()Qr(x(t), z:(0) =Ry i=1,2,3, (6)

where two traversals are required.

EXAMPLE. Maybe a simple blurred tube object displayed as a sequence of slices on which the ridge points
have been marked?

1.5 1-Dimensional Ridges in R"

The problems with semi-umbilics occur for n > 2. The ideas for dimensions n = 2 generalize to higher
dimensions. Let the eigenvalues and eigenvectors for D?f be denoted A\, and vy for 1 < k < n. The semi-
umbilics Ay, = A, correspond to branch points and end points of the ridge. The semi-umbilics A\; = A; (i # n,
j # n) reflect symmetries of the data set, but should not cause termination of the ridge construction. We

10



assume that the ridge construction is in regions where A\,_1 < A, so that the eigenspaces corresponding to
the first n — 1 eigenvectors never swap or combine with the eigenspace corresponding to the last eigenvalue
An-

Let v;; be an orthonormal matrix (with determinant 1) whose columns are unit length eigenvectors for
D2 f: the columns form a right-handed orthonormal system. All the eigensystems can be written as a single
matrix equation f;;v;r = vijA;x where A;; is a diagonal matrix whose ;™ diagonal entry is the eigenvalue
corresponding to the eigenvector which is the j** column of v;;. Define P; = v;; f;. According to the height
ridge definition, a point x € R™ is a 1-dimensional ridge point if Pj(z) =0for 1 < j <n—1and A,,—1(z) < 0.

The construction includes indices whose range is between 1 and n — 1 rather than the full range between 1
and n. As a notational aid, indices in the range 1 through n — 1 will be subscripted with a zero. Indices
in the full range are unsubscripted. The index n is the dimension of the space and does not indicate a free
index.

Define w; = vip, v = An, and R = w; f;. Let 9;; denote a smoothly varying orthonormal matrix whose last
column is w and whose first n — 1 columns span (w)*. The first n — 1 eigenvectors and the smooth basis for
(w)* are related by

Viiy = Vijo Cjoio
where ¢;;, is an orthogonal matrix. Define

Piy = iio f.i = PjoCjoio
so P;, = 0 if and only if P;, = 0. The ridge algorithms will require differentiating P;,.

Orthonormality of v;; implies Uy;Vk; = d;; = VirVjk. Differentiating yields vg;0k;.m + Ukim0k; = 0. The
derivatives ¥j,, can be written in terms of the orthonormal basis as ¥kjm = GjemUke Where ajom is a
continuous quantity that will be determined later. Replacing this in the previous equation yields 0 =
VkiQjemUke + GitmUkeUkj = Gjim + Qijm. Thus, aijm, is antisymmetric in its first two indices. Without loss
of generality we can choose a;,jox = 0 (io # Jjo) since these components represent rotations of the vectors
within the orthogonal complement of w. The vectors must be a solution to

Uiig,j = QignjWi and wj j = —iqn;Vii, -

Differentiating P;, yields

Py 1 = Viio fLike + Viio i fri = [ RiViio + Raignk-
The a;,nr are determined by the eigensystem for w, namely f;;w; = yw;. Differentiate this to obtain
fijwik + fijpw; = ywik + vrw;. Substitute for w; ; and rearrange to obtain (f;;Tji, — VViiy)@ignk =
fajrw;—yxw;. Contracting with @;;, yields (Tsj, f.ij0jio —V0igjo ) Gionk = f.ijkVijow;. This system of equations
can be solved explicitly as follows.

Using the relationships between the eigenvectors and the smooth basis, we have
Vijo f,i50ji0 — V0joio = VikoChogo fijVimoCloic = VVjoio
= Chojo (Viko f,ijVjmo ) Cmoio — Vjoio
= Ckojo (UikovijAjmo)cmoio - 75j0i0
= Ckojo (6koj Ajmo)cmoio - Wéjoio
= Ckojo /\komocmoio - Vckojoékomocmoio

= Ckojo ()‘komo - 7§komg)cmoz‘0
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and
FaikUigow; = Cigjo fijkViioW;-
The system can be reduced as shown where A; ;, is the diagonal matrix whose k§* diagonal entry is Ag, —~

and A; ;0 is the diagonal inverse matrix:

(Vijo fijVji0 — V0injo)@ionk = flijkVijow;
Ckojo ()‘komo - 75k0m0 )Cmoio Qignk = Cigjo fﬂjkviio wy
()‘jomo - ’yéjomo )cmoio Ajgnk = fsi]'kvijo wj
Cmgio Mignk = A;lojo £ iikVijoW;
Qignk = Cmoig A;l})jo fLijkvVijow;.

Substituting into the formula for P, ;. yields

P = Vo fix + Rajgnk
= WijoCioio ik + Remio Aot o f ik Viko W,
= Coio(Vijo fik + RAS L fijkVikgw;)
= Coio (Vkko Akojo + RALL Fijhvikew;)-
Define ~
Pig ke = UkjoNjoio + RAL S fighVijow;. (7)

These quantities play the role of the derivatives of P,, despite the fact that they are not necessarily the
derivatives of some functions P;,.

1.5.1 Ridge Flow

Given an initial approximation A to a ridge point, a flow path to the ridge is determined by gradient descent.
Ridge points occur as absolute minimum points for the function P (z)P;,(x)/2. Note that P;, = Pj,cjqi,
and P, . = Cjoio Pjo.ky 50 PigPig &k = Piy Piy - Therefore, the gradient descent is modeled by

2 = P Pryi(a(0)), i(0) = Ai, 1< <. (8)

The solution curve terminates at time T > 0 if P; («(T)) = 0 or if a positive local minimum is reached,
in which case a different starting point should be used. The point R = x(T) will be used as the starting
ridge point for ridge traversal. As in the case of 1-dimensional ridges in IR?, the continuous flow direction is
calculated directly from (possibly discontinuous) eigenvectors and eigenvalues.

1.5.2 Ridge Traversal

Let R be the initial ridge point obtained by ridge flow. If T'(x) is a unit length tangent vector to the ridge,
then the ridge can be traversed by solving a system of ordinary differential equations, dx/dt :7T(x). To
determine T'(x), note that the ridge curve is the intersection of n—1 surfaces implicitly defined by P;, (z) = 0.
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The curve direction is therefore a vector which is orthogonal to all n — 1 surface normals F;, ;. The way to
construct a vector T' € R™ which is orthogonal to n — 1 orthogonal vectors is to use the generalized cross
product

T = €iiyein, 1 Py - Pa—1,in_y
where e;4,...;, , is the permutation tensor on n symbols. Let ¢;,...;, , be the permutation tensor on n — 1
symbols; then
— 1 L o P .
rfi - (n—1)! 6111"'%,715]1"'J7171P]1711 P]nflﬂnfl

1 -
- (n_l)!eiil-“in—lgjl"'jn—lCkljl Pklil o Ckn,—ljn—lpjn—lin—l

1 - -
- (Ejl“'jn71ck1j1 T Ck:nfljn—l) (n71)!eii1'“in71Pk1i1 e Pk:n—linfl
_ 1 L P, . ...p
= det(c)€k1"'/€nf1 (n71)!e”1”'1n71P/€111 Py

= det(C’)eiil.‘.inilpul e ﬁn—lin,l .

n—1in—1

Any sign-changes or swapping of eigenvectors within (w)® produced by semi-umbilics or the numerical
eigensolver will be reflected in the determinant det(C). But since C' is orthonormal, the determinant is
either 1 or —1. The key result again is that you do not need to keep track of smoothly varying eigenfields.
You simply compute the eigenvectors, compute the ridge direction, and choose the sign of the direction
so that the current direction forms smallest angle with the previous direction. The system of equations
determining the traversal is therefore

d.L“i (t)
dt

= Feiiyiy_ Priy(@(t) - Pac14,_, (2(t), 2:(0)=R;, 1<i<n, 9)

where two traversals are required.

1.6 2-Dimensional Ridges in R?

The ridge algorithms for dimensions d > 2 are similar to those for 1-dimensional ridges. The main difference is
ridge traversal. Rather than traversing a curve in space, we now need to traverse manifolds. The construction
of 2-dimensional ridges in R? is similar to the construction of 1-dimensional ridges in IR?.

Let fiju; = ouy, fi5v; = B, and f;jw; = yw; where o < 8 < v and u, v, and w form an a right-handed
orthonormal system. Define P = u;f;, @ = v;f;, and R = w; f;. According to the height ridge definition,
a point = € R? is a 2-dimensional ridge point if P(x) = 0 and a(z) < 0. Typically the solution should be a
2-dimensional surface in IR®.

We assume that ridges are sought in regions where o < . This guarantees that the a-eigenspace is not
swapped with those for 8 and . Consequently, u can be chosen smoothly and P is a C! function. A normal
to the ridge surface is Py, given by Py = w;fir + uirfi = our + Quiu, ,, + Rw;u; , where we have used
fi = Pu; + Qu; + Rw;. Differentiate f;;u; = ou; to obtain f;;u;r + fijkt; = au; ; + opu;. Contract with
v; and w; to obtain v;u; k = fikviv; /(o — B) and wiu; k = fipwin; /(e — 7). Substitute in the formula for
gradient of P to obtain

Q R
P,k = auy + mf,ijkviuj + mf,ijkwiuj. (10)
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1.6.1 Ridge Flow

Given an initial approximation 4 to a ridge point, a flow path to the ridge is determined by gradient descent.
Ridge points occur as absolute minimum points for the function P?(x)/2 where a(x) < 0. The gradient
descent is modeled by

dt
The solution curve terminates at time 7' > 0 if P(z(T")) = 0 or if a positive local minimum is reached, in
which case a different starting point should be used. The point R = z(T') will be used as the starting ridge
point for ridge traversal.

= —P(z(t)Pi(z(t), z:(0)=A;, i=1,2,3. (11)

1.6.2 Ridge Traversal

From surface theory discussed in Section (777), a convenient coordinate system to impose on a surface is
one using lines-of-curvature. The tangents to these curves are principal direction vectors. The resulting
coordinates are orthogonal and the implied metric tensor is diagonal. Of course, the coordinate grid can
degenerate at umbilics. If ¢ and v are unit-length principal direction vectors, N = ¢ X 1 is the unit-length
normal, and the metric tensor is G = Diag(a?, 4?), then the surface parameterization x(s, t) satisfies x, = ag
and z; = B¢ with

o, 0 —ta, ars || 0 b1 o 1z o ||
’(/}s %at 0 0 1/} and d}t _éﬁs 0 ﬁK'dJ w
N, || —akg 0 0 N N, 0  —Bry O N

where xr is the curvature of the normal section determined by N and tangent vector T'. It is also necessary
that

g( ) — ’WJ ot =0

e (Bry) —ro 3l =10

en (a af) + o (égga’f) +afrgky = 0.

The difficulty in implementing this scheme as stated is the problem with updating the metric components «
and S during traversal. Equations providing explicit access to as and f; are not immediate derivable from
these equations.

The following construction is easier to implement, but generally only allows local traversal of the surface.
The key idea is that a manifold is locally Euclidean. The construction provides geodesic coordinates at the
point of application.

Define N = DP/|DP)| to be the unit normal to the surface P = 0. Let ¢ and ¢ be chosen so that ¢, ¢, and
N form a smooth right-handed orthonormal system. The derivatives of the normal and tangents are related

by

®ij 0 0] aj o
Yij | = 0 01 by (o
Ni,j —aj 7bj O Nl
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for some continuous vectors a; and b;. Without loss of generality, the vectors in the (1,2) and (2, 1) positions
were chosen to be zero since they only represents rotations within (¢, ¢). Differentiating N; yields

Py
N; i = (0ir — N; N, Ay
»J ( k k) |DP|
Contracting with ¢ and 1 produces
aj:fgb ¢1|DP| and bjifl/} = 1,[}7|DP‘

Let z(s,t) be a parameterization of the surface implicitly defined by P(x(s,t)) = 0. Ridge traversal will
be according to the system of partial differential equations dz/9s = ¢(z) and dxz/0t = 1p(x). The equality
of mixed partial derivatives, 9?x/8s0t = §%x/dtds imposes the constraint on the tangent vectors, ¢; ji; =
;,;¢5. But this condition already holds for our choice of tangents and normal since

Gijby — Vi = (a;90; —bjd;)N;
= ( i |DP\1/’J + i \DP|¢J’) N,
=0

where we have used the symmetry P,; = P;;. The system of partial differential equations which governs
ridge traversal is

=0, & =y,
5 = <¢T\DP|¢) = (¢T\DP|1/’) (12)
?915 <¢ \DP|¢) %f == (wT%Qb) N
Note that 0¢/0s = kgN and 9v/0t = kN where kr is the curvature of the normal section determined by
N and tangent vector T'. Although the system of equations includes second derivatives of P, the numerical

implementation avoids explicitly calculating them. Section (???7) is a discussion of the surface traversal
implementation.

1.7 2-Dimensional Ridges in R*

Let fiju; = auy, fiv; = Buj, fajw; = yw;, and f ;&5 = 0§; where o« < 8 < v < ¢ and u, v, w, and § form
a right-handed orthonormal system. Define P = u;f;, Q@ =v;f;, R =w;f;, and S = & f ;. According to the
height ridge definition, a point € R* is a 2-dimensional ridge point if P(z) = 0, Q(z) = 0, and f(x) < 0
Typically the solution should be a 2-dimensional surface in R?.

We need to worry about the semi-umbilics « = § and 7 = § where eigenspaces may merge and cause
discontinuities in the corresponding eigenvectors. We assume that 5 < = to avoid vector swaps between
the uv-plane and the wé-plane. Let @, o, w, and & be smoothly varying orthonormal vectors such that
(,0) = (u,v) and (w0, &) = (w,&). We seek restricted local maxima for f in (@,v). The eigenvector basis
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and the smooth basis are related by

U ¢11 ¢21| 0 O (s
U | p12 22| O 0 Vg
Wy, 0 0 | Y1 ¥x W,
&k 0 0 | Y12 v &k
where ® = [¢;;] and ¥ = [¥;;] are orthogonal matrices. Define

P P

Q| | o ‘ 0 Q

R| |ofur]|r

S S

S0 P =0and Q =0 if and only if P =0 and @ = 0. The ridge algorithms will require differentiating P and
Q. The following development provides closed form solutions for these derivatives.

Since @, ¥, w, and £ form a smoothly varying orthonormal system, their derivatives satisfy

U; 0 0]a; b U;
Uy j 0 0] ¢ dj U
?J - —a; —cj| 0 O W;
&ij =bj —d;| 0 0]| &

for some choice of continuous vectors a;, b;, ¢;, and d;j. The vectors related to interactions between u and
v and between w and § are set to 0 since they only represent rotations within the respective 2-dimensional
subspaces. Differentiating P and @ yields

Py | Skt wiRfs || Skt Ray, + Sby,
Q,k Ui fik + Uik fi fkivs + Rey, + Sd,
The vectors ag, by, ci, and di, are determined by the eigensystems for w and £. Some calculations show that
f’iju:}j = UTDiag(v,d)¥ IE}Z
1ig&; §j
The matrix M = [m;;] = Ut Diag(7,5)¥ must be differentiable since D2f, w, and £ are all differentiable.

Differentiating the two equations and contracting both with @; and v; yields four equations in the four
unknown vectors

U; f 355 — M1y Ui f 5504 —mi2 0 ag [ iRty
Ui f a5 Ui f 3505 — My 0 —mi2 Ck | fijr0s0;
—may 0 Ui fiju; —ma i fij0; b fajnti&;

0 —May U f 5 Ui fij05 — ma1 dy, fijki&;
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Using the relationships between the eigenvectors and the smooth basis, we obtain

1 1
ay —— fijruUw; bi, —— f ki
=oT | ¢ and =7 | 9

Ck Bljf,ijkviwj dy, ﬁf,ijkvifj

Substituting into the formulas for Py, and @Q j yields

Py or | AU + %f,ijkuiwj + = finwids
Q. Buk + %f,ijkviwj + %f,ijkvifj

These formulas will be used both in finding an initial ridge point and in determining the tangent spaces
at each point on the 2-dimensional ridge. The matrix ® is an unknown quantity, but the ridge flow is
independent of ® and the ridge traversal only requires knowing det(®) = +1. Define

Py aug + 35 fagruiwg + 525 Fajruié;

ok . (13)
Q .k Bu + 2= farviw; + 555 firvi€

These quantities will in effect play the role of the derivatives of P and Q despite the fact that they are
not necessarily the derivatives of some functions P and (. The use of index/derivative notation is used
suggestively to remind us how the quantities were obtained.

1.7.1 Ridge Flow

Given an initial approximation A to a ridge point, a flow path to the ridge is determined by gradient
descent. Ridge points occur as absolute minimum points for the function (P%(z) + Q%(z))/2. Note that

[P Ql=[P Qloand[ Py, Qi =[P QP s0 PPy+QQ ) =PPy+QQ. Therefore, the

gradient descent is modeled by

W) — ) Palalt) ~ Q@) #:(0) = Ay, i=1,23,4 (19)

The solution curve terminates at time 7' > 0 if P(x(T)) = 0 and Q(z(T")) = 0 or if a positive local minimum
is reached, in which case a different starting point should be used. The point R = x(T") will be used as the
starting ridge point for ridge traversal.

1.7.2 Ridge Traversal

As in Section (777), the following construction provides geodesic coordinates for the surface, so the traversal
is only local. The gradients DP and D(Q are normals to the 2-dimensional manifold which is the intersection
of the two hypersurfaces defined implicitly by P = 0 and Q = 0. By Gram-Schmidt orthonormalization we
can find two smoothly varying orthonormal vectors N and M such that

N; = U1115,i and M; = u21}5,7,' + UQZQ,i
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where the u;; are differentiable. Let ¢ and 1) be chosen so that ¢, ¥, N, and M form a smooth right-handed
orthonormal system. The derivatives of the normals and tangents are related by

bi 0 0| a; b, o
Vi 0 0| ¢ d (&
TJ N —a; —c¢j 0 e N;
M, b —d; | —e; 0 || M

for some continuous vectors a;, b;, ¢;, d;, and e;. Without loss of generality, the vectors in the (1,2) and
(2,1) positions are chosen to be zero since they only represent rotations within (¢, ). Differentiating NN,
and M; yields

N;j =unPij+uijP; and M;j = uo1 Pij + u21 ;P + u22Q ;5 + 22, Q..
Contracting with ¢ and v produces

aj =—¢iNij, bj=—¢iM;;, ¢;=—vYiNij, and dj =M ;.

Let 2(s,t) be a parameterization of the surface defined implicitly by P(xz(s,t)) =0 and Q(x(s,t)) = 0. Ridge
traversal will be according to the system of partial differential equations 0x/Js = ¢(x) and dz /0t = ¢ (x).
The equality of mixed partial derivatives, 0?z/9s0t = 0%x/0tds, imposes the constraint on the tangent
vectors, ¢; ;1 = ¥; j¢;. But this condition already holds for our choice of tangents and normals since

Gi ¥ — igd; = (aj; —cidi)Ni+ (bt — djd;) M;

(=iN,ij¥; + ¥iNi;05) Ni + (—¢iM 5105 + i ijb;5) M;

= (—un¢iPijtbj +ui1iPije;) Ni

+ (—u210iPijhj — U225 Q 1505 + u21¥i Pijdj + ugothiQ i) M;
0

where we have used the symmetries P;; = Pj; and Q ;; = Q j;.

The system of partial differential equations which governs ridge traversal is

o=

Oz  _

ot - 7/11

% = ¢i,j% = ¢ij0; = —(0xNk;jb;)Ni — (opMy ;jb;)M; (15)
% = Qijar = Gij¥i = —(0uNk ;) Ni — (P My j1b;) M;

B o= g5 = e = B

8,97’651 = wi,j% = Ui, = —(UNg;v;)Ni — (UM ;) M.

We need to compute the quadratic forms involving the matrices Ny j, My ;, and input vectors ¢ and .
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Consider

(orNk,;0;)N; + (6 My jo;)M; = [r(uin Prj + uir,; Pr)djl[uin Py)
+[dr (u21 Prj + uo1 j Pr + u22Q ki + 22 jQ 1) dj][u21 Py + u20Q ;]
= ~ uiy 4 uyy ug1ug: P;
= [ OkPrjo;  PkQ kjP; } ) _
U21U22 U39 Q,i
= S
= kL ki Pj k& kg j] _ _ _
L Q,mP,m Q,mQ,m Q,i

We have used the following information for the last displayed equality. Let A be the matrix whose columns
are N and M. Let B be the matrix whose columns are DP and DQ. Let U = [u;;] be the lower triangular
matrix relating N and M to DP and DQ. Gram-Schmidt orthonormalization yielded A = BUT where A is
orthogonal. Thus, I = ATA = UBTBUT, where I is the identity matrix, which implies UTU = (BTB)_l.
Similar formulas can be derived:

—1

_ _ Rmp,m RmQ,m p,i
(BN ) Ni + (6 Mi )M = | g Pagthy anQugty | | " " 7
Q,mRm Q,mQ,m Q,i

and
— — — — _1 —
P,mP,m RmQ,m Pz’

(Vi N, 103 )Ni + (Y My, j0p5) M; = [ UkPrjt;  VeQ rjth; } 0. P 0.0 0.

Note that surface traversal requires computing second derivatives of P and Q. We have not derived these
formulas because the numerical implementation of the traversal uses only first derivative information. In this
implementation the quantities P; and Q ; will again play the role of P; and Q ;, so an explicit construction
of smoothly varying eigenvectors is not required. Section (???) is a discussion of this implementation.

1.8 d-Dimensional Ridges in R"

We present the general method for constructing d-dimensional ridges in IR™ by computing the d-dimensional
tangent spaces. The ideas are similar to what we have seen in earlier sections. Smoothly varying vectors are
used for the directional derivatives whose zeros define the ridge. After algebraic reductions, it is shown that
the tangent spaces can be calculated using the eigenvectors rather than explicitly constructing the smoothly
varying vectors. The construction includes indices whose range is limited to either 1 through n—d or n—d+1
through n. As a notational aid, indices in the range 1 through n — d will be subscripted with a 0. Indices in
the range n — d + 1 through n will be subscripted with a 1. Indices without subscripts have the full range
1 through n. The summation convention is still used on the subscripted indices, but the sums are over the
appropriate ranges.

The cigensystems are given by f;;vjr = v;jAj; Where Ay is a diagonal matrix whose diagonal entries are the
eigenvalues of f;; and where v, is an orthonormal matrix whose columns are the eigenvectors. We assume
An—d < An—d+1 so that the eigenspaces corresponding to the first n — d eigenvalues never swap or combine
with the eigenspaces corresponding to the last d eigenvalues. Define P; = vj;f ;. The d-dimensional ridge
points are solutions to P;(x) =0 for 1 <i<n—d and \,_q4(x) <O0.
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Let R™ = S@® S be a direct sum of IR" into orthogonal subspaces S and S+ where S is spanned by the first
n — d eigenvectors and S+ is spanned by the remaining d eigenvectors. Let ;; denote a smoothly varying
orthonormal matrix whose first n — d columns span S and whose remaining d columns span S+; then

Uiy = VijoCioio aNd Ugs, = Uiz, Cjriy
where ¢;y;, is an (n — d) x (n — d) orthogonal matrix and ¢;,;, is a d x d orthogonal matrix. Define
Py, = Viiy fi = PjyCjoi, and Py, = 0y, f.i = Pj ¢,
so P;, = 0 if and only if P;, = 0. The ridge algorithm requires derivatives of P, provided by the following
construction.

Since v;; is smooth and orthonormal, the derivatives satisfy
Viig,j = Viiy Giginj = Vijy Cjriz Qiginj AN iy j = Vi Qigiyj = ~Vigo Cioio Figinj

for some choice of continuous tensors a;,;, ;. As in previous sections, rotations within S and S are irrelevant

in the construction, so a;,j,r = 0 and a;, j,, = 0. Differentiating P;, yields
131‘0,1‘ = Diigfij + Viig,i fi
[f3iVijoCloio + fiVijy Cjriy Gigir
= UjkoAkojoCjoio T LjiCjrir Qigin
= Cjoio(Vjko Akojo T+ P ClokoCiriz Uhoirj)
= Cjoio (VjkoAkojo T P Viojas)
where 1Z)jojlj = CjoioCjriy Figirj-
Now consider
Fiiiic = FliiVijoCioio
= Uik, Akojo Cjoio
= Vi, (ckofo )‘kojo Cioio )
= Die,beyig
where by, = Cioet, Akojo Cigig- Contracting with v;,,, and using i, i¢, = 5m0€0 vields bpyi, = Vim, f,ijﬁjilv
which implies by, is differentiable. Similarly,
fii 050 = Viji by

where bj 5, = Criji AkieiCoiy = Vij, [ij0ji, is differentiable. Differentiating the last displayed equation,
substituting in the third derivatives of the v tensor, and using the definitions of the b tensors, yields

FiiVjin e + Fajk0in = Vijibjyiy e + Vijy kbjyin s
Fii(=0jioQigi ) + FijkVin = Dijibjsiy e + bjriy (—Diig Qigjr o)
—Vijo fijVjioWigink + FijkVijoUjin = VijoVijy Ojyin,k — Vijo Viigbjyiy Qigjak,
bjgioQigirk — DjrisGjojnk = [ijkVijoUjis »
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where we have used VijoVij, = 0 and VijoViig = 6joio'

Contracting with cg,;, and cy,;, yields

(Ckajobjnio) (Chyiy @igink = (Bjriy Chyin) (ChojoBjojsk) = Frijk (VigoChojo ) (Vjir Chain )
(AkotoCeoio) (Chiy Gigink) — (Corjs Aeyky ) (Chojo @jojnk) = flijkVikoUsky s
AkoloVtokik — MykiWkotskk = [lijkVikoVjks »
AgokyigiyVigisk = [fLijkVikoVjky s

where Aggkyigi; = 0 if 49 # ko or i1 # k1, and Aggk,igin = Mkoko — Merks if G0 = ko and 41 = k1 (no sum over
ko or k1). Consequently,

wiohk = Aioilkgk'l fﬂ]”ﬂvlkov]’ﬁv
where A7}

i0t1kok1
over ig or i1).

= 0if ko 75 ig or kq 7’5 i1, and A;o}lkokl = ()‘ioio — )\ilil)_l if ko =19 and k1 = i1 (IlO sum

Substituting into the formula for P, j yields

. -1

Pigk = Cjoio (Vkko Akojo + Pin A 51 0o, FrighVieoVjey )
These formulas will be used both in finding an initial ridge point and in determining the tangent spaces at
each point on the d-dimensional ridge. The matrix Cy = [cj,4,] is an unknown quantity, but the ridge flow
is independent of Cy and the ridge traversal only requires knowing det(Cy) = 41. Define

Pig ke = VkkoAkoio + P ALY 000, FidkVie Vit - (16)

These quantities will in effect play the role of the derivatives of P,, despite the fact that they are not

necessarily the derivatives of some functions P;,. The use of index/derivative notation is used suggestively
to remind us how the quantities were obtained.

1.8.1 Ridge Flow

Given an initial approximation A to a ridge point, a flow path to the ridge is determined by gradient descent.

Ridge points occur as absolute minimum points for the function P; (x)P; (x)/2. Note that P, P, ; =
Py croioCioio Pjo.j = PjoPjo,j- Therefore, the gradient descent is modeled by

dl‘i (t)

2 = —P(() Pryila(®)), i(0) = Ai, 1< <. (17)

The solution curve terminates at time 7' > 0 if P, ((7T)) = 0 or if a positive local minimum is reached, in
which case a different starting point should be used. The point R = z(T') will be used as the starting ridge
point for ridge traversal.

1.8.2 Ridge Traversal

As in previous sections, the construction provides geodesic coordinates for a local traversal of the surface. The
gradients P;, ; are normals to the d-dimensional manifold which is the intersection of the n —d hypersurfaces
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defined implicitly by P;, = 0. By Gram-Schmidt orthonormalization we can find n — d smoothly varying
orthonormal vectors Ny;, (written as an n X (n — d) matrix) such that

Niig = Wigjo Py i
where the u;,;, are differentiable and w;,;, = 0 for 79 < jo. Let ¢;;, represent smoothly varying, unit length,
tangent vectors to the ridge surface. The derivatives of the normals and tangents are related by
Giir,j = NiigQigirj,
Niig.j = = @iy Gigirj + NijoGjoioj
for some skew-symmetric continuous tensor a;j;. Without loss of generality, the tangent derivatives are
chosen not to depend on tangent vectors themselves; that is, rotations within the tangent space are irrelevant

to the construction. However, note that the normal derivatives do have dependence on normal vectors.
Differentiating the normals yields

Niig,j = Uigjo Poij + Wigjo.j Pio.i-
Contracting with the tangent vectors produces

Qigjrj = —Pigy Niig,5-

Let x(s) be a parameterization of the surface defined implicitly by P, (z(s)) = 0 where s € R Ridge
traversal will be according to the system of partial differential equations dx;/0s;, = ¢;j, (z). The equality
of mixed partial derivatives, 9%z;/0sjk, = 0?x;/0sk,j,, imposes the constraint on the tangent vectors:
Dijr kPkky = Piky,kPrj, - But this condition already holds for our choice of tangents and normals since
Giji kBhky — Piky kPhjs = (NiigQiggik)Phky — (Niig Qighs k) Phij

= Niig (aigj1k¢kk1 - aigklkék‘j])

= Niig(=0ij, Niig k Ok + iky Niio k Prjr )

= Niig[=ijs (Wiogo Pio,it) Pk + ity (Wiggo Pio,ite) P ]

= Niigttiojo (= @iy Pjo.inGrn + bik, Pio.ikPri,)

= 0
where we have used the symmetry ijik = ROM

The system of partial differential equations which governs ridge traversal is

5’:1 = iy,
%i% = ¢n‘1,j§s%
= Giiy,jPjj
= Niig(— ki, Nkio,j0jj1) (18)

= —[Pki, (Wigjo Pjo.kj) Dju [Wioko Pro.i
= _(¢ki1Pjo,kj¢jj1)(uiojouimko)Pfco,i

= —(Bkir Pio.kj P52 ) (Pjo.m Pro.m) ™" Pro.i-
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We have used the following information for the last displayed equality:

6iojo = NiioNijo = (uiokopko,i)(ujomopmoﬂ) = Uigko (Pkoyipmmi)ujomo'
The (n — d) x (n — d) matrices U and U' may be inverted to obtain w,j,uik, = (Pjo,mProm) " where
the inverse operation is applied to the matrix implied by the contraction of P with itself. The traversal
requires computing second derivatives of P, which we have not derived here. The numerical implementation,
discussed in Section (?77), only requires first derivatives of P.

1.9 Ridges Implementation

The Euclidean height ridge implementations are found in the applications directory, magic3/appls/ridge?d,
where 7 is 2, 3, or 4. The code is in ridge?d.zip.

2 Ridges in Riemannian Geometry

Chapter 3 discussed the fundamental concepts of restricted local extrema and height ridges. The concepts
were applied to functions f : IR"™ — IR where R" is the set of n-tuples of real numbers. An implicit
assumption was made that R", as a geometric entity, is standard Euclidean space whose metric tensor is
the identity. The same concepts are definable even if R™ is assigned an arbitrary positive definite metric
tensor. The extension to Riemannian geometry requires tensor calculus which is discussed in Section (777).
Most notably the constructions involve the ideas of covariant and contravariant tensors and of covariant
differentiation.

We present in this chapter the reiteration of the definitions for restricted local maxima and height ridges,
but in the context of a metric assigned to R", call it g;;. The corresponding Christoffel symbols are denoted
Ffj and the covariant derivatives through order three are given by

of Ofa 1.

fi= 671‘1" fij = oz, B

¢ ¢ ¢
—Tijfe, and faj = —Tipfoj — Tt
Recall that the covariant and contravariant representations of a vector v are related by v; = g;;v’ and
vt = gv;.

2.1 Restricted Local Extrema

Let f € C*(IR",R) where IR" is assigned a Riemannian geometry. A point z is a critical point for f if
v'fi(x) = 0 for all directions v. At a critical point, f(z) is a strict local maximum if v'f;;(x)v? < 0 for
all directions v. Let v; through v, be linearly independent vectors and define the tensor v, where, as a
matrix, the ¢** column is the vector v.. The test for local maximum points becomes v”, f ; = 0 and v,’%v,ej fre
is negative definite. It is possible to restrict attention to only n — d directions for some d with 0 < d < n.
Let the directions be denoted vy through v, _g and define the n x (n — d) matrix V = [v] where 1 <r <n
and 1 <c¢<n-—d.

Definition 3 (Restricted Local Maximum). A point © is a restricted local mazimum point of type d
relative to V if f(z) is a local mazimum in the affine space x + (V). The test for such a point is therefore
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vjlfj =0for1<i<n-—d and v_kiv,zjfﬂ is an (n — d) X (n — d) negative definite tensor.

2.2 Height Ridge Definition

The ideas for height ridges in Euclidean space carry over immediately to Riemannian spaces. We present the
general height ridge definition and provide summaries of its application to various dimensions n and various
ridge dimensions d.

Definition 4 (Height Ridge Definition). Let f € C*(R",R) where R" is assigned a Riemannian
geometry. Let N\; and v;, 1 < i < n be the generalized eigenvalues and eigenvectors for f;; in the following
sense. Define the diagonal tensor X', whose i" entry is A; and where Ay < --- < \,. Define the tensor v,

whose ¢ column as a matriz is the vector v. and for which v,’%vkj = 0y;. Finally, let the tensors satisfy
fijvl, = vig Ny,

A point x is a d-dimensional ridge point if it is a restricted local mazimum point of type d with respect to v',.
Since U_kif)kg’l},éj = (51»4)\6- s diagonal and since the eigenvalues are ordered, the test for a ridge point reduces

to vl f;(x) =0 for1 <i<n—d and \,_a(z) < 0.

2.2.1 1-Dimensional Ridges in R?

We summarize the height ridge definition which was discussed in detail in Section (??77), but extend it to
the case of Riemannian geometry. Let f;;u/ = ou; and f;;v/ = Bv; where o < B8, w;u® =1, v;0° =1, and
u;v* = 0. Define P = «'f; and @ = v*f;. According to the height ridge definition, a point z € R? is a
1-dimensional ridge point if P(z) =0 and a(x) < 0.
Equation (1) generalizes to
Q o
Rk = Quy + ai_ﬁf,ijkvluj, (19)

which specifies the covariant derivative of P. The model for ridge flow given by equation (2) generalizes
as follows. As a parameterized curve z*(¢), the tangent to the ridge flow path is the contravariant vector
dx'/dt. The gradient P;(x) is covariant, so we need its contravariant counterpart. Thus, the ridge flow is
modeled by '

dz*

dt
where A is an initial approximation to the ridge. If the flow terminates at time 7' > 0 where P(z(T)) = 0,
then R = x(T) is used as the starting ridge point for ridge traversal. Ridge traversal given by equation (3)
generalizes to

=—PgP;=-PP' | 2'(0)= A", i=1,2, (20)

dz’
dt

Note that raising of indices on both covariant tensors e;; and P; is required to produce a contravariant
vector dx*/dt.

=+gYe;g" Py =+eP; , 2'(0) =R 0), i=1,2. (21)

24



2.2.2 1-Dimensional Ridges in R?

The height ridge definition which was discussed in detail in Section (?77) is extended to the case of Rieman-
nian geometry Let f” = oy, f”vj Bv;, and f”wj = ~yw; where a < 8 < v, u;u’ = v;0" = w;w' =1,
and w;v" = w;w' = v;w® = 0. Define P = u'f,;, Q =v'f,;, and R = w'f;. According to the height ridge
definition, a point = € IR2 is a 1-dimensional ridge point if P(z) =0, Q(x) =0, and 8(z) <0

Equation (4) generalizes to
p R T
]Nj,k _ QU + a_,yf,l]ku.w. (22)
Q.x Buk + le,yf,ijkvzw]

which specifies the quantities that play the role of the covariant derivatives of P and () despite the fact that

neither Pk nor Q % are the covariant derivatives of some tensors P or Q. The model for ridge flow given by
equation (5) generalizes to

dzt
dt

= 7gij (PJB,J +QQ,]) = 7Ppl - QQ? ) xz(o) = ‘Ai7 1= 152737 (23)

where A is an initial approximation to the ridge. If the flow terminates at time 7' > 0 where P(z(T)) = 0,
then R = x(T) is used as the starting ridge point for ridge traversal. Ridge traversal given by equation (6)
generalizes to

dx?
dt

=4g7ejrg" 9" P.Q s = £ P,;Q ), 2'(0) = RY(0), i=1,2,3. (24)

2.2.3 1-Dimensional Ridges in R"

The general height ridge definition for 1-dimensional rldges Wthh was discussed in detail in Section (777)
is extended to the case of Riemannian geometry. Let f,;v7, = v’ )\ where A is a diagonal tensor whose

t diagonal entry is the generalized eigenvalue correspondlng to the generahzed eigenvector which is the j*
column of v!; treated as an n X n matrix. Define P; = v!;f;. According to the height ridge definition, a
point z € R" is a 1-dimensional ridge point if Pj(x) =0 for 1 <j <n—1 and A\,_1(z) <O0.

Using the same convention for index notation as in Section (?77), we can extend the equations in that section.
Equation (7) generalizes to .
Pigk = Vkjo >‘JO + RAZUJOkaUJOw] (25)

where A }0 is the diagonal inverse tensor for the diagonal tensor A, ;, whose ki diagonal entry is Ay, — 7.
The vector w is the generalized eigenvector corresponding to eigenvalue v = \,, and the value R = w'f ;.
The summation over jj is not intended as a tensor summation, but is a simple arithmetic sum, so the rule
for pairing a contravariant and a covariant index does not apply here. The model for ridge flow given by
equation (8) generalizes to

dmi
dt

- P Pﬁo,] Piopiio,- ) xz(o) = Aia 1<i<n (26)

where A is an initial approximation to the ridge. If the flow terminates at time 7' > 0 where P(z(T)) = 0,
then R = x(T) is used as the starting ridge point for ridge traversal. The summation over iy is not intended
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as a tensor summation, but is just a simple arithmetic one, so the index convention of pairing a covariant
with a contravariant index does not apply here. Finally, ridge traversal in equation (9) generalizes to
dx?
dt

=tg7ej gy g7 Py, g Py = et P Pl g (0) =Ry, 1< <.
(27)

2.2.4 2-Dimensional Ridges in R?

The height ridge definition which was discussed in detail in Section (?77) is extended to the case of Rieman-
nian geometry. Let f;;u’ = au;, fi;07 = Bu;, and f; ;07 = yw; where a < 8 < v, wu® = vv' = w;w® =1,
and w;v' = w;w' = v;w® = 0. Define P = uif,;, Q = v'f,;, and R = w'f;. According to the height ridge
definition, a point « € R? is a 2-dimensional ridge point if P(x) = 0, and a(z) < 0.

Equation (10) generalizes to

Q , i R
P = ouy, + mf,ijkv W+ mf,ijkw u’. (28)
which specifies the covariant derivative of P. Ridge flow given by equation (11) generalizes to
g =Y PP;=—-PP' , z;0)=A;, i=1,2,3, (29)

where A is an initial approximation to the ridge. If the flow terminates at time 7' > 0 where P(x(T)) = 0,
then R = x(T) is used as the starting ridge point for ridge traversal. Ridge traversal given by equation (12)
generalizes to

B = ¢, B =y,

%{ == (¢j \I;J;| ¢k) N, aaﬁi == (¢j \1133'3}§| wk) N, (30)
% — (yi ) N, 2 = — (g Bk N

where |DP| = sqrtP.g" P j» IV is a unit normal to the surface, and ¢ and v are unit tangent vectors to the
surface. The covariant form for the normal is N; = P;/|DP| and the contravariant form is N* = g N;. As

in Section (?777), this system of equations generates a local traversal for the surface, but does not neceséarily
allow a global traversal.

2.2.5 2-Dimensional Ridges in R*

The height ridge definition which was discussed in detail in Section (?77) is extended to the case of Rieman-

nian geometry. Let fu’ = au;, fijv7 = Bu;, fijw! =~yw;, and f;;€; = 6&; where a < 3 < < ¢ and u, v,

w, and £ form a right-handed orthonormal system with respect to the metric. Define P = uif,;, Q = v'f,

R=w'f,; and S = £'f,. According to the height ridge definition, a point = € R* is a 2-dimensional ridge

point if P(z) =0, Q(z) =0, and B(z) < 0.

Equation (13) generalizes to

Py aug + 72 fapuiw? + 225 fagruted
- a—y a—907,t]

Q.x Buk + 2= fagv'w! + 525 fajro'ed
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which specifies the quantities that play the role of the covariant derivatives of P and () despite the fact that
neither Pk nor Q & are the covariant derivatives of some tensors P or Q. The model for ridge flow given by
equation (14) generalizes to

dz’ - ~ oy ~ ; ;
=g (PP +QQ,) = —PPI—QQ'. | #'(0) = A, i=1,2,3,4, (32)
where A is an initial approximation to the ridge. If the flow terminates at time 7' > 0 where P(z(T)) = 0,
then R = x(T) is used as the starting ridge point for ridge traversal. Ridge traversal given by equation (15)
generalizes to

o= ¢

oz’ i

ot = ¢

% = (¢FNi ;¢ )N' — (¢* M, ;¢7) M -
9L~ _(¢FNy )N — (¢F My, b7 ) M,

My . 9ot

as. - ot

QL —  (YFN T )N — (YK My, b7 ) M

where the covariant forms of N and M are as in Section (???7) and where

(N g0 )N+ (6 M0 )M = g7 | *Pagp? - 6* Qg0 | b 2 r
7 7 L Q;’np’m Q;mQ,m ] L Q,T i
and
_ o )
| | h YU aren aram || Q|

2.2.6 d-Dimensional Ridges in R"

The general height ridge definition for d-dimensional ridges which was discussed in detail in Section (777)
is extended to the case of Riemannian geometry. Let f,;;v7, = vi N, where X is a diagonal tensor whose

j*™ diagonal entry is the generalized eigenvalue corresponding to the generahzed eigenvector which is the j*
column of v!; treated as an n x n matrix. Define P; = v’;f;. According to the height ridge definition, a
point z € R" is a 1-dimensional ridge point if Pj(z) =0 for 1 < j <n —d and A\,—_4(z) <O.

Using the same convention for index notation as in Section (?77), we can extend the equations in that section.
Equation (16) generalizes to

. X 3

Pig ke = Vkko Mg + Py ALY o0 FighVito Ve, - (34)

where Ayl = 0if ig # ko or i1 # ki and AL} = (g, — A,) 7 if ko = o and ky = 4. The
summations over ji, ¢y, and ¢; are not intended as tensor summations, but are simple arithmetic sums, so
the rule for pairing contravariant and covariant indices does not apply here. The model for ridge flow given
by equation (17) generalizes to

dai(t)
dt

—g" PPy ;=P P, 2(0)=A" 1<i<n (35)

10+ 10,
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where A is an initial approximation to the ridge. If the flow terminates at time 7' > 0 where P(z(T)) = 0,
then R = x(T) is used as the starting ridge point for ridge traversal. The summation over iy is not intended
as a tensor summation, but is just a simple arithmetic one, so the index convention of pairing a covariant
with a contravariant index does not apply here. Finally, ridge traversal in equation (18) generalizes to

oz" _ 7

857;1 117
%

96!

_ S - (36)
g = — (08 Pioki®3,)(Pf Prom) ™ g™ Pho.r

where the summations over jo and k( are not intended as tensor summations, but are just simple arithmetic
ones. The inverse operation indicates computing the inverse of the matrix given by the tensor product
Pig, Prom-

3 Ridges of Functions Defined on Manifolds

In Section (???7) we apply the definitions of Chapter 4 to finding height ridges of functions defined on
manifolds. The first case is simplest where we construct 1-dimensional ridges of a function defined on a 2-
dimensional surface embedded in IR®. The second case is the most general where we construct d-dimensional
ridges of a function defined on an n-dimensional manifold embedded in IRP. Section (???) provides an
alternative definition for ridges based on principal curvatures and principal directions. This definition has
proved useful in registration of 3-dimensional images via embedded 2-dimensional manifolds (REFERENCE
French people). Section (7?7) discusses a ridge definition which has also been used successfully. This
definition is essentially an extension of the principal direction definition.

3.1 Height Ridge Definition
3.1.1 1-Dimensional Ridges in M? c R?

Let Z : R? — R? define a surface where the parameterization is denoted Z(z). Assume that the tangent
vectors 0Z/0x! and 0z /0x? are always linearly independent. A unit normal to the surface is therefore

aix&fz

__ Ozt dz2
N= 9z 0%
ozl Ox2

As discussed in Section (777), the metric tensor for the surface is
0z 0z
Y9 = 9zt 0w

and the Christoffel symbols are

driows I Lt

If f:R?® > R is a function defined on the same parameter space as the surface, say f = f (z), then the
height ridge definition in Chapter 4 may be directly applied to f.

k _
k=

However, a more typical application occurs where the function values at points on the surface are inherited
from a function ¢ : R* — R by the embedded surface. In this case the function is f(x) = ¢(Z(x)). The height
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ridge definition requires computing up through third order covariant derivatives of f. Some calculations will
show that

fi = 4%
fii = 0uZoij + G em®TeiTm,j
fijk = O4Z0ijk + G om (Te,iTm,jk + TojTmik + TokTm,ij) + O tmnTe,iTm,jTn,k

where ¢ ¢, ¢ ¢, and @ gmp are the Cartesian partial derivatives up through third order of ¢. The covariant
derivatives of the surface are

= 9%,

Tm,i =  gpi

= . OZTm, ¢ = _

Tm,ij = 5z Fijxm7l - _biij
= OTm ,ij { = { = l =
Tm,ijk e — Fikxm,éj - ijxm,ié = _bz’j,kNm - bijbk.xm,é

where b;; is the matrix representing the second fundamental form for the surface. Note that the index m is
in Cartesian space, so it is irrelevant whether or not it is listed as covariant or contravariant. Once again, the
height ridge definition from Chapter 4 applies to the function f. Notice that the explicit parameterization
of the surface must be known in order to compute the ridges.

A more general situation occurs when the surface is defined implicitly as the zero level set for a function
defined on IR®. In this case a parameterization is not known, so some more calculations are needed to compute
ridges. Let the surface be implicitly defined by H(Z) = 0 for some function H : R?® — R. Assuming that
the surface is parameterized as z(z), we have

Differentiating this equation yields
0= Hygi’gﬂ'.

A unit normal to the surface is Ny = H /L where L = \/H ,,,H ,,,. The tangents to the surface are Z,; for
1 = 1,2. Differentiating again yields

0=HZoij+ HemTe,iTm,j = —Lbij + H tmTe,iTm,;

Solving this equation yields

Hém .
bij = == TiTm.j- (37)
Differentiating one more time yields
0 = HZoijk+Hom (ZT0,iTm jk + T jTm,ik + TokTm,ij) + H pmnZeiTm, i Tn.k
= —Lbijx — NeH pp (T ibji + T, jbi + T kbij) + H pmnTe,iTm,jTn k
Solving this equations yields

NT H mn
_ﬁ (H,TEH,mn + H,rmH,Zn + H,rnH,Zm) + L

bij,k = T0,iTm,jTn k- (38)

From the Riemannian ridge definition we had f;;u’ = au; and f;;07 = Bv; with a < g, wu' =1, v’ =1,
and ;o' = 0. Also, we had P = uif,; and Q = v'f,;. A point x € R? is a ridge point if P(z) = 0 and
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a(z) < 0. Now define 4, = Zp,u’ and vy = Zp,;v'. The vectors u and v are tangents to the surface z(z).
Note that P =u'f; = u'¢ ¢%¢; = ¢ ¢. Similarly, Q = v,¢ . To complete the set of directional derivatives,
define R = Ny 0.

From Section (??? quad. forms), the eigenvector u is the vector which minimizes the quadratic form v’ f ;;u’.
We wish to construct a similar problem involving the vector @. Observe that

, , L I
u'fu’ @ 6T, U W + G om Ty i Tm, ju'u!

 Hog - _ _
= —Ruy U + u€¢,€mum
_ Hm \ -
= W (¢,Zm - R I ) Um

=: UpApmlm.

Minimizing the quadratic form u’f;ju’ is therefore equivalent to minimizing the quadratic form @A tim
with the restriction @ € (N)*. As shown in Section (???), the vector @ which minimizes the restricted
quadratic form must satisfy

(§1k — NiNk)Akjﬂj = QU;.

Since all the tensor quantities live in R?® (which is Euclidean), there is no distinction between covariant and
contravariant indices. The matrix for this eigensystem, (I — NNT)A, is not symmetric. To reduce the system
to one involving symmetric matrices (hence, eigensolvers for symmetric systems can be used), consider the
following. Let T and T, be two vectors such that T, T5, and N form an orthonormal frame field. Since %
is a tangent vector, @iy = fty Tine. The eigensystem reduces to

TinAweTyjpy = o

The matrix for this eigensystem is symmetric, so the eigensolvers for symmetric systems can be used. The
minimum eigenvalue for the system is a and the corresponding eigenvector u yields @ as indicated earlier.
The maximum eigenvalue for the system is 8 and the corresponding eigenvector v yields ¥y = v, Tjne. Thus,
without knowing a parameterization for the implicitly defined surface, we can still construct ridges. A point
Z € R? on the surface H(z) = 01is a 1-dimensional ridge point for ¢ restricted to the surface if P = tigppp s =0
and a < 0 where @ and « are constructed as previously shown.

For ridge flow and ridge traversal, we need to compute the first-order covariant derivatives of P. Recall that

P, = ou+ 325 fajruiv?
(a + a%@f,ijkuivjuk) Uy + (a&_ﬁ_ﬁi]’kui’l}j’l}k) Uy,

Thus, we need only compute formulas for the tensor products involving f;;; which depend on P, @, R, 4,
v, and N. Observe that
f’ijkuivjuk = ¢y (—bij,kuivjukNg - bijuivjb,f?i'g’muk)
—®.emNm (ﬂgbjkvjuk + ﬁgbikuiuk + ﬂgbijuivj)
+¢,€mn (raﬁl_}mﬂn)
Hmn ~ ~ =
= P(0z59a3) +Q (0z59a5) + R (QGENQET) + OsnOza — #U[Umun>

*2617,17\IIEN - GEE\IIEN + Qﬁ,émnﬂéﬂmﬂn
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where O xy = XT(D2H/L)Y and ¥xy = XT(D?¢)Y are quadratic forms where X and Y are any of @, v,
or N. Similarly,

FuruiviuF = P (0350u5) + Q (05sO55) + R (2®5Nem + Oun Oy — Lt Mm@n)
_2@7117\:[117N - QEE\IJEN + (b,lmnaffvm@rr

3.1.2 d-Dimensional Ridges in M™ C IR?

Let 7 : R™ — RRP define an n-dimensional manifold M"™ where the parameterization is denoted Z(z). Assume
that the manifold has codimension ¢ = p—n everywhere, which implies that each tangent space has dimension
n. To help keep track of all the myriad indices, we use notation similar to that introduced in Section (777).
An index with range 1 through p will be subscripted with a p. An index with range 1 through ¢ will be
subscripted with a ¢. An index with range 1 through n will be unsubscripted. However, if such an index has
subrange 1 through n — d, it will be subscripted with a 0, and if it has subrange n — d + 1 through n, it will
be subscripted with a 1.

Tangent vectors to the manifold are given by the partial derivatives of the parameterization, Tj;, = 07;,/ oz’
Let N;, i, denote a smoothly varying orthonormal set of normal vectors for the manifold. The metric tensor
and the Christoffel symbols are as before,

0z 0T 0%z 0T
9t g Ik — 2~ gkt
99 = o5t o W= prior Y ot

If f:R" — R is a function defined on the same parameter space as the manifold, say f = f(z), then the
height ridge definition in Chapter 4 may be directly applied to f.

Consider now the application where the function values at points on the manifold are inherited from a
function ¢ : R? — IR by the embedded manifold. In this case the function is f(z) = ¢(Z(z)). The
height ridge definition requires computing up through third order covariant derivatives of f. As in the last
subsubsection, calculations will show that

fi = 0i,%i,
f,ij = (b,ipi‘ip’ij + ¢vipjpi‘ipxi‘fjpvj
Faie = G, Tiyiih + Gigsy (TipiTipghe + TiyliTigsih + Tiy kTipsig) + Gy TigiTiy, i Ty
where ¢ ;, ¢ j,, and ¢ ; j k, are the Cartesian partial derivatives up through third order of ¢. The covariant

derivatives of the surface are (NEED TO PROVE THIS?)

_ 9%
Lipi = Bmip
Tipij =  ~bijigNkgi,
_ B ¢ -
Tiyijk =  ~bijkgkNkgi, = bijh,bpp, Tiy

where b;;i, is the generalization of the second fundamental form for a 2-dimensional surface embedded in
IR®. Note that the index ip is in Cartesian space, so it is irrelevant whether or not it is listed as covariant or
contravariant. Once again, the height ridge definition from Chapter 4 applies to the function f. Notice that
the explicit parameterization of the manifold must be known in order to compute the ridges.
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Finally, consider the more general situation where the surface is defined implicitly as the zero level set
for a vector-valued function defined on IRP. In this case a parameterization is not known, so some more
calculations are needed to compute ridges. Let the manifold be implicitly defined by H(Z) = 0 for some
vector-valued function H : R? — IR?. Assuming that the manifold is parameterized as Z(z), we have

0= H; (#(x)).

Differentiating this equation yields

aripLip,i

which implies that H;, . are normal vectors to the manifold. We will come back to this point later. Differ-
entiating again yields

wrinTipyij T Hig i Tip i, ,5-

Differentiating one more time yields
0= Hiyi,%iy ik + Hig gy (Tip i,k T TipjTipik + Tig kTp.i5) + HiginiphnTin.iTip iTh k-

Since H;, . are ¢ normal vectors to the manifold, we can apply the QR algorithm to obtain ¢ orthonormal
vectors N; .. This construction produces a matrix L such that L; x,Ljx, = Hi, i, Hj, i, and N;;, =
Li_q}quqvip where the inverse matrix L~ satisfies Li_q;.q Lj kg = Oighy-

We can now solve the previous displayed equations for the tensor b;;, and its derivatives by, k. Observe
that
0

Hiq’ip (_bijqukqip) + Hiqaipjpjipvi'/ijpvj
= -H L H;

igvin Loy 5o HigipVijhy + Hig i, Tiy i, 5

- = (Hiqvip quvip) l;quq bijkq + Hiqaipjp‘,fipﬁifjpvj
= —LiqequqeqL;quqbijkq + Hiy iy TipiZi,.j

= _Liqkq bijkq + Hiq»ipjpjipvij:jpvj’

which leads to
-1 _ _
bijk, = L i HiyipjpTipiTjy 5 (39)

The following also uses properties of the tensor L:

0

Hi, i, (=bijiy kNigi, — (772)%;, (227))

~Hi, iy Nicgiy (Tiyibite, + iy ik, + Ty kbijk,)

+Hi, ipipkpTip,iTip,jThy k

= —Lik,bijr, k
_Hiq,ipijkqu I;qléqHéq,'rpsp (i'ip,ii'rp,jjsp,k + jip,ji'rp,i:fsp,k + ‘i.ip’k‘/f’fp,ifisp,j)
+Hi, ipipkp Tip,iTip,j Thy k

which leads to

iy — = Pt ! . . . . . .
b”’“qvk - [ quﬂp kqiquqT‘q (quverpHrquptp + qu,s,,ijrq,rptp + H’qvthpHrqupsP) (40)

_1 _ _ _
+quiq Hiq »Tp SPtP:| x"p ’ixa:p J xtpxk’ .
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From the Riemannian ridge definition we had to solve eigensystems of the form f7¢jv.jk = 'Uij)\jk The
directional derivatives were given by P; = v!;f;. A point z € ]R" is a d-dimensional ridge point if P;(z) =

for 1 <j<mn-—dand \_gq(z) <O0. Now deﬁne Vi,j = ¥, v’;, which are tangents to the manifold z(z )
Note that P; = f’iv_’j = gzﬁ,ipfip,lvg G, iy

j’

We again wish to convert and optimize the quadratic form f ;; u'u? in terms of tangent vectors to the manifold.
Observe that

fau'ed = ¢4, %, uv! + @iy, T, T, julv!
= (6, Nhyi,) (Zbije,w'v?) + 64,5, i, Ty,
= = (6, Vhyiy) (L,;qquiq,i,,jpaipajp) + Puiyy Uiy Uj,
=, [%‘pjp = (Nhyip 6.3, LEqﬁqupjp} Uj,
= Wi, Ay, Uy,

Minimizing the quadratic form u’f;;u’ is therefore equivalent to minimizing the quadratic form @Ay,
with the restriction @ is in the tangent space to the manifold. Let 7; ; be an orthonormal set of tangent
vectors. Since 4 is a tangent vector, u;, = u;T; ;. The restricted quadratic form displayed previously reduces
to

i, Aiyjy g, = (Tiyi) iy, (15T5,5)
(j" 14 jzp])

ipjp

wiBijpj.
The critical vectors for this quadratic form are eigenvectors for the system B;;u; = Ap;. The matrix for this
eigensystem is symmetric, so the eigensolvers for symmetric systems can be used. Thus, without knowing
a parameterization for the implicitly defined manifold, we can still construct ridges. A point z € RP
on the manifold defined by H; () = 0 is a d-dimensional ridge point for ¢ restricted to the manifold if
Pj :d),ipl_}ip,j =0 for lgjgn—dand )‘n—d<0-

NEED TO DERIVE FORMULAS FOR F; ; FOR GENERAL RIDGE FLOW AND TRAVERSAL.

For ridge flow and ridge traversal, we need to compute the quantities that play the role of the first-order
covariant derivatives of P. Recall that

D. _ ko — o . d
PZO’k - UkkO)\‘io + P Alo]léohf”kv'éov'&
1 —1 0 . . . . 5 o
where Akokmn (Aky — Aky )~ ' if 49 = ko and i1 = kq, but is zero otherwise. We can write P, = CjyrUkr

where

_ k

Oi()’l' - Pig,k‘v
_ r — i 0 d ok
= )\_ + P Azogléoflflikv-ﬁouhur'

Thus, we need only compute formulas for the tensor products f,ijkv?éov?élv_’i in terms of the directional
derivatives P;, the tangent vectors 0.;, and the normal vectors N.;. Observe that

Codood ok ioad Y aknt
LajkVlg, Vg, v = D, [( wkq,k“eo” v. )Nk ip T (bwk VigoVey )v-rbk~k 5%74
= i 00J
—0.i,5p Nkgjp [vipeo (bjkk vl V] ) + iy (bikky 0l V%) + Vipr (bijkqv.lgov.gl)}

+¢vipjp kp [T}ipeo ’Ejpel @kprjl
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kool where Oxy = X (D2H/L)Y and ¥xy = X T(D?¢)Y are quadratic forms where X and Y are
any of @, v, or N. Similarly,

f,ijkuivjuk = P(0z0u)+ Q (0u9s) + R (295N@m + OgnOps — %ﬂfﬁmfl_}n)
—2045¥sN — Ous Van + @ emnUpVm U

3.2 Principal Direction Ridge Definition

The principal direction definition for ridges and valleys is motivated by the differential geometry of n-
dimensional hypersurfaces in R™ ™. We define creases as loci of extrema of principal curvatures along
associated lines of curvature. The curvature measurements are made with respect to the metric on the
tangent hyperplanes.

In standard differential geometry textbooks, hypersurfaces are described by a parameterization which is used
in obtaining principal curvatures and principal directions. In computational vision applications, typically one
obtains a surface as a collection of points with no underlying parameterization. Such surfaces are assumed to
be implicitly defined, so we also want to construct principal curvatures and principal directions for surfaces
defined as level sets of functions F : R"™ — R. Assume that F is a C* function for which VF # 0. The
normal vectors to the surface are N = VF/|VF]|.

CONSTRUCTION WITH PARAMETERIZATION. Let the surface be parameterized by position z : R" — R" ™,
say x = z(u). Define J = 0x/0u, an (n+ 1) X n matrix which has rank n and satisfies the property N1J = 0.
That is, the columns of J are a basis of the tangent space and are orthogonal to N at position x(u). The first
and second fundamental forms are given by the n x n matrices I = J7J and I = —JTIN/Ou, respectively.
The matrix representing the shape operator on the tangent space is S = I"'II. Consider the eigenvector
problem Sp = kp. Each eigenvector p is a principal direction. The corresponding eigenvalue « is a principal
curva;ture. The vector p is an n-vector given in terms of tangent space coordinates, but its representation in
R™ is &€ = Jp.

CONSTRUCTION WITHOUT PARAMETERIZATION. Define W = —0N/0x, an (n + 1) x (n + 1) matrix. We
claim that if Sp = kp, then £ = Jp satisfies W& = €. Firstly, we have I = J1J. Secondly, by the chain
rule we have ON/Ju = (ON/0x)J, so L = JTWJ. The eigenvector problem (I — kI)p = 0 is therefore
transformed to JT(W — kE){ = 0, where E is the (n 4+ 1) x (n + 1) identity matrix and where £ = Jp.

Since JT has full rank n, its generalized inverse is given by (JT)™ = J(J1J)~!. If p is a principal direction,
that is Sp = kp, then WJp = JSp = kJP, so £ = Jp is an eigenvector of W with corresponding eigenvalue
k. Conversely, if £ is an eigenvector of W, that is W¢ = k&, and £ is a tangent vector, say £ = Jp, then
JTe=p, JITE=JP =€, and

SJTE = (JTWI)JHE = TTWe = kT,

so J¢ is a principal directions with corresponding principal curvature . Additionally, W has an identically
zero eigenvalue, but the corresponding eigenvector is not a tangent vector. This follows from the identity
W = (E — NNT)Hess (F)/|VF| which can be derived by explicitly computing ON;/0x; for N = VF/|VF)|.
The eigenvector is adj( Hess (F))VF where adj indicates the adjoint of a matrix. A short computation shows
that W adj(Hess (f))VF = 0.
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3.2.1 Creases on Graphs

Let f : R" — R be a C* function with graph g : R” — IR"™! given by g(x) = (z, f(z)). The principal
curvatures k; and directions p;, 1 < ¢ < n, are determined by Sp; = k;p; where S is the shape operator
described earlier. Assume that the curvatures are ordered as k; > ... > k,. In the height definition, we
defined creases as generalized extrema of a single real-valued function. The principal direction definition is
different in that creases will occur as extreme points of each principal curvature with respect to its principal
direction. Moreover, the classification of an extreme point will depend on following the integral curves of the
principal direction vector field, so we need to use the more general second directional derivative test. Like
the height definition, we will characterize the creases according to the dimension of the manifold we expect
when finding roots to equations. We also can refine the definitions to include the concepts of strong and
weak creases. In the definition, assume that 1 < d < n.

e The point x is a ridge point of type n — d if kq(x) > 0, and Dy, k;(z) = 0 and D, D,, k;(x) < 0 for
1 <4 < d. Additionally z is a strong ridge point if kq(x) > |kn(z)|; otherwise it is a weak ridge point.

e The point z is a valley point of type n — d if k,,—q11(x) < 0, and Dy, k;(x) = 0 and D, Dy, ki(z) > 0
for n —d+ 1 <i < n. Additionally z is a strong valley point if |kp—g41(x)| > k1 (z); otherwise it is a
weak valley point.

We briefly contrast the height and principal direction definitions. In the height definition, we searched for
the local extrema of a single function f whose domain was restricted to a subspace of R"™ (so we searched in
multiple directions). That is, if V is the n X d matrix whose columns span the desired subspace, and if s is a
dx 1 vector-valued parameter, then we searched for extrema of ¢(s) = f(x+Vs) using the standard definition
for extrema. The second derivative test involved determining the definiteness of the second derivative matrix
for ¢(s) when s = 0. In the principal direction definition, we are searching for local extrema of multiple
functions x;. Each such function has a single direction p; associated with it, so the construction of extrema is
the usual one for functions of a single real variable. That is, if s is a real variable, then for each i we search for
extrema along a path £(s) of a function ¢;(s) = k;(£(s)), where the path is determined by £'(s) = p;(£(s)),
£(0) = x. The second derivative test involves testing the sign of ¢/ (0).

3.2.2 Creases on Level Surfaces

Let F : R"™ — R be a C* function, and consider the hypersurface defined implicitly by F' () = 0. Asshown
before, we do not need to find a parameterization of the hypersurface to construct its principal curvatures
r;i(z) and principal directions &;(z) € R™ . They are the eigenvalues and non-tangential eigenvectors of the
matrix W = —9dN/Jz, where N = VF/|VF| and {(z)TN(z) = 0. In the definition, assume that 1 < d < n.
Also, the points z € R™ of interest must be solutions to F'(z) = 0.

e The point z is a ridge point of type n — d if kq(x) > 0, and D¢ k() = 0 and D¢, D¢, k,(x) < 0 for
1 < i <d. Additionally x is a strong ridge point if kq(x) > |kn(x)|; otherwise it is a weak ridge point.

e The point z is a walley point of type n — d if kp_qi1(x) < 0, and D¢, k;(x) = 0 and Dg, D¢, k;(z) > 0
for n —d+1 < i < n. Additionally z is a strong valley point if |kn—q11(2)| > K1 (2); otherwise it is a
weak valley point.
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3.2.3 Graph Examples

EXAMPLE 1: In dimension n = 1, the matrix S is 1 x 1 and its single entry is kK = — fu.. /(1 + £2)3/2. The
graph of f(z) is a planar curve whose curvature at (z, f(z)) is k(x). Ridges (valleys) are local maxima
(minima) of k(z). For example, let f(z) = xP where p is a positive even integer. The curvature is k =
—p(p — 1)zP=2/(1 + p*>x**~2)3/2. The solutions to k, = 0 are

$_0i< p—2 )1/(2p2)
T\ - 1)

For p = 2 the only solution is x = 0. The curvature has a negative local minimum of —2, so x = 0 is a
valley point. For p > 2, k has a local maximum of 0 at = 0, so the graph of f has a flat spot which is
neither a ridge nor a valley. At the other two critical points, x has negative local minima, so the points are
valley points. Note that as p — oo, the graph of «P approaches 0 pointwise on (—1,1) and the valley points
approach +1. Figure 3.1 shows the graphs and valley points for two different values of p.
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Figure 1: graph of f(z) = 22, graph of f(z) = x*

The valley points are labeled on the graphs as V. When p = 4, the valleys are +(1/56)/6 = 0.51.

The example f(x) = z* shows that creases according to the principal direction definition are not necessarily
local extrema in the function. However, the creases obtained may be better suited for functions which
correspond to measurements other than intensity or for which the independent variable is not a spatial one.
For example, f might be a function of time for which we are interested in knowing a first time when f has
a transition between slowly decreasing and greatly decreasing. The crease points can be viewed as such
transitions.

EXAMPLE 2: Let f(z,y) = 2%y. The matrix for the shape operator is
1 —2y(x* —1)  2z(1 +z%)
L3 22 (1 + 22%y?) —4xty

where L = \/1+|Vf[2 = \/1+ 4222 + z*. The principal curvatures are x = (y(3z* — 1) = R)/L? where
R=/(1+2%)[y2(92* + 1) + 422], and corresponding principal directions are

oy — (—(1+2Yy + R, —2z(1 + 22%y?)), y <0 and pa — (2z(1 +2*), —(1 + z*)y + R), y <0
(1 + Y, —(1 + 2%y — R), y>0 (—(1+aYy — R, —22(1 +22%%)), y>0 |
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A closed form solution for the ridges is not tractable. The ridges consist of a ray (0,y) for y < a < 0 and
some constant «, an s-shaped curve in the fourth and first quadrants starting at (0, «) and passing through
the z-axis at some point (5, 0) for constant 5 > 0. This curve’s reflection through the y-axis is also a ridge.

3.2.4 Level Surface Example

ExaMPLE 3: Consider an ellipsoid defined as a level surface of the function F(x,y,2) = (az?+ by? + c2?)/2,
say F(z,y,z) = p > 0, where 0 < a < b < ¢. The unit normal vectors are N = (ax,by, cz)/L where
L = \/a?22 + b2y2 + ¢222. The matrix W is

a(b?y? + ?2?) —ab’zy —ac’zz
1
W= I3 —ba’zy b(a?z? + c22?) —bc?yz
—ca’rz —cb?yz c(a?x? + b%y?)

The principal curvatures of the surface are k1 = (o + v/B)/L? and ky = (o — \/B)/L? where a = a?(b +
c)z? +b%(a+c)y? +c*(a+b)2? and B = a*(b—c)?2* +b*(a—c)*y* + c*(a —b)?2* +2(a —¢)(b— ¢)a®b*x?y? +
2(a — b)(c — b)a?c2x?2? 4 2(b — a)(c — a)b*c*y?22. Corresponding principal directions are

p1 = ablcrz,cyz, —ax?® — by?) + Lk (acrz, beyz, —a?x? — b*y?) and

pa = ab(—y(abz? + b?y* + ?2?), x(a®x? + aby? + *2?), c(a — b)xyz) + L3k (—by,ax,0).

Clearly k1 > 0 for all (z,y, 2), so let us attempt to locate ridges of type 1. Taking derivatives, we obtain the
formula

1
L3Vk, 4+ 3L°kVL = Va+ —=V§.
2VB
At z = 0, some calculations will show that p; = —«a(0,0,1). It is easily shown that p; - Voo = p; - V5 =
p1 - VL =0 when z = 0. Thus, D, k1(z,y,0) = 0 for all x and y (which lie on the curve az? + by? = 2p).

The second directional derivative when z = 0 can be shown to be Dy, p, k1 = @[k, — aVKT(Ip1/9%)], where
all quantities involved are evaluated at z = 0. Some tedious algebraic calculations lead to

2 2
Dy, p, k1(z,y,0) = L3C\/B (wia'z® + waa®b?2y* + w3b'y?)

where wy = (¢—b)[a(4b+5c) — (b+¢)(b+6¢)], wa = {(c—a)[ac+3(b+c)(b—6¢)]+ (c—b)[be+3(a+c)(a—6c)]},
and w3z = (¢ — a)[b(4a + 5¢) — (a + ¢)(a + 6¢)]. Using 0 < a < b < ¢, it can be shown that all w; < 0, so
Dy, p,k1(2,y,0) < 0. Therefore the points on the ellipsoid for which z = 0 are ridges of type 1.

Additional calculations will show that when y = 0 and z = 0, Dy,k2 = 0 and Dp,p, k2 < 0. The vertices
(+£+/2p/a,0,0) are therefore ridges of type 0.

3.2.5 Invariance Properties

For parameterized hypersurfaces, the ridge construction is invariant under diffeomorphisms on the parameter
space. This result follows from standard differential geometry where the principal curvatures and principal
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directions do not change under these transformations. With regard to transformations applied to the entire
space R"*! in which the level surface F(x) = 0 lives, the ridges constructed are invariant under spatial
translations and spatial rotations (Euclidean motions), and under uniform spatial magnifications.

In the special case of a graph defined by F(z,z) = z — f(z) = 0, where z € R" and z € R, the ridge
construction is not invariant to uniform magnification in x. Note that the magnification is not a reparam-
eterization of the original surface; the transformation does change the surface. For example, if n = 1 and
f(z) =1—z*for x > 0, aridge is z9 = 56~ /5. Let 2 = ¢Z for some ¢ > 0 and define f(z) = f(z) = 1 —c*z*.
The ridge for this new function is 2 = (56¢%)~/6 £ x4 /c, so the ridge is not invariant.

3.3 Level Set Ridge Definition

3.3.1 Creases on Level Surfaces

Let f: R" — R, n > 2, be a C* function such that Vf # 0 (except at isolated points). The domain of
f can be partitioned into its level sets defined by f(x) = ¢ for constants c¢. Note that a single level set can
be viewed as a hypersurface in R™ implicitly defined by F(z) = f(x) — ¢ = 0. Therefore, the principal
direction definition may be applied to find creases on the hypersurface for each ¢ in the range of f. The
normals for the hypersurface are N = Vf/|Vf| and the eigenvalues and (tangential) eigenvectors of the
matrix W = —9N/0x are the principal curvatures and principal directions. We will construct creases on the
graph of f by applying the principal direction definition to each of its level surfaces. The set of all creases
of all the level surfaces make up the creases of the graph.

The eigenvalues of W are x; > ... > k,_1 and 0, with corresponding eigenvectors &i,...,&,-1 and
adj(Hess (f))Vf. The r;(a) and &;(a) are the principal curvatures and principal directions for the level
surface f(x) = f(a). We can attempt to construct crease sets of dimension d where 1 < d < n —1. The
definition is similar to the principal direction definition, but with one subtle difference. In the principal
direction definition, creases were solutions to equations of the type D¢r;(x) = 0 where F(x) = 0 for a single
function F'. In the level definition, creases are solutions to the same equations, but we now have an entire
family of functions F'(z;¢) = f(z) —c=0.

e The point x is a ridge point of type n — 1 — d if kq(x) > 0, and D¢, k;(x) = 0 and Dg¢, D¢, k;(z) < 0 for
1 < i <d. Additionally z is a strong ridge point if kq(x) > |kn(x)|; otherwise it is a weak ridge point.

e The point x is a valley point of type n — 1 — d if k,_q(z) <0, and D¢, k;(x) = 0 and D¢, D¢, ki(x) > 0
for n —d < i <n—1. Additionally z is a strong valley point if |k,—q(x)| > k1(x); otherwise it is a
weak valley point.

ExaMpPLE 1: Consider the case n = 2. Normal and tangent vectors to the level curves are given by
N(z,y) = (for fy) /(2 + )Y and T(z,y) = (fy, —f2)/(f2 + f2)'/2, and the curvature of the level curves

is £(2,y) = —(f2 fyy = 2fafyfoy + F3 foa) [ (F2 + F3)P2
Consider the function f(x,y) = 22y for z > 0 and y > 0. The tangents to level curves are T' = (x, —2y) /(2> +
432)/2. The curvature and its derivative in the T direction are k = 6xy/(x>+4y?)>/? and Dpk = —24ay (x> —

5y?)/(z? +4y?)3. Setting Drr = 0 in the first quadrant yields = = /5y, y > 0. Some short calculations will
show that Dprk < 0, so the points are ridge points.
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3.3.2 1-Dimensional Creases from Mean Curvature

In the numerical implementation of the level definition, one must compute the eigenvalues and eigenvectors
for the matrix W at each point in an image. This process is typically time-consuming. A variation on the
level definition for constructing 1-dimensional creases computes the local extrema of the mean curvature
u = trace(W)/(n — 1) rather than computing local extrema of principal curvatures. The trace of W is more
easily computed than its eigenvalues.

Let f:R™ — R and let  : R"™' — R" denote a level surface; thus, f(z(s)) = ¢ for some constant ¢ and
for all s. Let ¢(s) = pu(z(s)) be the mean curvature of the level surface at position z(s). In the construction
we use the following abbreviations for the tensor quantities for the gradients and Hessians of the functions
of interest.

09 _ Op _of
¢_85i’ “_axk’ f_axk
and 0%¢ 02 0% f
= —m S = 7M S = —mmm
Hess ¢ = 0s;0s;’ Hess p 0x1,0%y Hess f 021, 0%y,

We also use the following abbreviations for the tensor quantitites for the first and second derivatives of
position z(s):
82$k

. 8xk -

2'(s) = 95, and z"(s)

The local extrema of ¢ occur when V¢ = 0 and Hess ¢ is positive definite (local maximum) or negative
definite (local minimum). We would like to determine the local extrema without having to choose a particular
parameterization x(s). Thus we need to select a smoothly varying basis of tangent vectors v;(z), 1 <i <n-—1,
which can be used in the derivative tests instead of the tangent vectors dz/0s;. For now let us assume that
we have such a basis. Let V' be the n x (n — 1) matrix whose columns are v;(x). The two matrices V' and
x'(s) are related by an invertible (n — 1) x (n — 1) matrix C' (a change of basis), z'(s) = VC.

Using the chain rule, the derivatives of ¢ are
V¢ =2'(s)TVu and Hess ¢ = 2'(s)T Hess pa’(s) + 2" (s) V.

The first derivative test is 0 = V¢ = CTVTVu. Since C is invertible, the critical points are solutions to
VTV = 0. The second derivative test involves second derivatives of position, which we would like to avoid
computing. Note that VTVu = 0 implies that Vu is orthogonal to the tangent space (at a critical point);
that is, Vu = pV f where p = (V- Vf)/(Vf -V f). Moreover, since f(x(s)) = ¢, taking derivatives yields

0=2'(s)TVf and 0= 2'(s)THess fz'(s) + 2 (s)Vf.
At a critical point we consequently have
2" (s)Vp = pa" (s)V f = —pa'(s)T Hess fa'(s),
so the second derivative of ¢ at such points is
Hess ¢ = 2/(s)T (Hess pu — pHess f) 2/(s).
In terms of the matrix V we have

C~'Hess ¢C~' = VT (Hess u — pHess f) V.
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By Sylvester’s Theorem, C~* Hess ¢C~! and Hess ¢ have the same definiteness, so we need only check the
definiteness of VT(Hess 1 — pHess f)V for the second derivative test.

The remaining problem is to find a smoothly varying basis v; for the tangent space to level surfaces which
is easier to compute than the principal directions. Such a basis is given by the columns of a rotation matrix
which maps the vector e, = (0,...,0,1) to the normal N = Vf/|Vf]| of the surface. A rotation matrix is
given in block form by

E+ (N, — )PPt | Q
_QT ‘ Nn

where F is the (n — 1) x (n — 1) identity matrix, @ = (N1, ..., N—1)T are the first n — 1 components of the
normal vector, N,, is the last component of N, and P = Q/|Q| when Q # 0. If Q = 0, the rotation is just
the identity matrix.

The crease definitions for this variation are given below. Let V be the matrix whose columns are the v;
vectors. A point z € IR" is

e a ridge point if p(x) > 0, VTVu(x) =0, and VT(Hess p — pHess f)V is negative definite;

e a valley point if p(z) < 0, VTVu(z) =0, and VT(Hess n — p Hess f)V is positive definite,

where p(z) = (Vu - Vf)/(Vf-Vf). The directional derivatives and eigenvalues are all evaluated at the
point in question. Note that this definition is identical to the original one when n = 2. The qualitative
differences between ridges obtained by the level definition and those obtained by the variation involving
mean curvature should be minimal in convex regions (all x; > 0). Some noticeable differences may occur in
hyperbolic regions.

3.3.3 Invariance Properties

The ridges constructed by the level definition are invariant with respect to spatial translations, spatial
rotations, and uniform spatial magnifications, just as in the principal direction definition since the ridges are
located on level surfaces using the principal definition.

The ridges are also invariant under monotonic transformations of the function f : R"™ — R. Intuitively, you
can think of R™ as a 1-parameter family of level sets of f, each having its function value as an “attribute”.
Monotonic transformations on f will not change the geometric structure of the level sets; rather it will only
change the attributes of the level sets. Since the level sets have the same structure, the ridges will not
change.

4 Core Theory

4.1 Linear Scale Space

An axiomatic approach to the processing of an image by a front-end vision system is given here. The term
front-end denotes the primary stage of the vision system. It is a syntactical system which represents the
input data in a format that can be interpreted by semantical systems in later stages of processing. Essentially
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a front-end vision system is a geometry engine whose input are intensity data and whose output is concise
geometric information describing the original data.

4.1.1 Requirement of Scale

A typical goal in processing an image is to recognize basic objects called figures in the image. For a vision
system to recognize a figure it must make measurements at various locations with an aperture size, or scale,
which is proportional to the size, or width, of the figure. Let position be denoted by x and let scale be denoted
by o. As motivation, consider a figure which is a disk of radius . The width is w = 2r, the diameter of the
disk. The relationship of scale to width is quantified by o0 = pr where p > 0 is a constant of proportionality.
To recognize the disk, the system must use this aperture size 0. Generally figures are not disks, but can vary
in size and shape. The scale-to-width relationship is more appropriate quantified in terms of how changes
in width, dw = 2dr, are related to changes in scale, do. The relationship is concisely

do = pdr. (41)

For a vision system to recognize all objects in an image, it must use a range of scales. The smallest scale
of the system, o¢ > 0, is called inner scale and is determined by the resolution of the sampling devices of
the system. The largest scale of the system, o1 > 0y, is called outer scale and is determined by the field
of view. Thus, the vision system performs a multiscale analysis by building a scale space consisting of the
input image at inner scale and measurements derived from the image at all locations and all scales between
inner and outer scale.

The input intensities are denoted by Lg(x). For simplicity we assume that the input is defined for all
x € R"™. The vision system produces multiscale data L(x, o) for (x,0) € R" X [0¢,01]. The function L can
be described generally by the operator equation

L(Xa U) = OLO(X)v (Xa U) € R" x [Uan—l},

(42)
L(x,00) = Lo(x),

where the operator O is determined by additional requirements imposed on the front-end vision system.

4.1.2 Requirements of Cauality, Linearity, and Invariance

The fundamental constraint on a scale space is that it be causal; that is, no spurious detail should be
generated with increasing scale. We also assume that the front-end vision system processes its input using
the principle of superposition. If Iy(x) and Jy(x) are two input images, then

O(Io + J())(X) = OI()(X) + OJ()(X) (43)

This assumption is valid only for a short period of time after input is received by the vision system. This
assumption can be relaxed so that the scale space metric has nonconstant density. In fact, the parameters
in the scale space metric can be dependent on the input image.

The front-end vision system should sample and preprocess its input in a symmetric way. Recognizing a figure
should be independent of the location orientation, and size of that figure. The measurements we make about
the figure must be invariant with respect to location (invariance with respect to spatial location), orientation
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(invariance with respect to spatial rotations), and size (invariance with respect to units of measurement
or, equivalently, to uniform magnifications in both the spatial and scale units, zoom). If M represents a
measurement by the system and if T represents one of the transformations of translation, rotation, or zoom,
then invariance means

M =T"*MT (44)
If a figure is translated (rotated, zoomed), its width measured at some location, and translated back (rotated
back, zoomed back), the measured width is the same as that obtained by measuring the original figure with
no translation (rotation, zooming).

The requirements of causality, linearity (43), and invariance with respect to translations, rotations, and zoom
(44) imply that scale space (42) is generated by linear diffusion,

4L =1V .- (oL), (x,0) € R" x [00,01],
L(x,00) = Lo(x).

(45)
In terms of the physical model for the heat equation, p is the density function and o is the conductance
function.
Multiscale data is generated by running the linear diffusion equation on the initial image. The system is
pouy = 0?V2u, z € R", 0 > oy
u(x,09) = I(x)

where I(z) is the initial image and o is the inner scale. Letting 7 = /02 — 03 /p and v(z,7) = u(z,0)
tranforms the system to

vy =72V20, € R",7>0
v(z,0) = I(z)

For n = 1, assume that the initial data is represented as

x) = z_: I:6(x — )
k=0

where {Ik}Z;é is the discrete signal data and where the zj are uniformly spaced by Az > 0. The solution
to the linear diffusion equation is

u(z,0) =

where F(z) = exp(—22/2), r = o/p, and 19 = 0¢/p. At the grid points x;, the solution to the diffusion is

Ax(i —j)
\/ \/r2—rojzo (\/ —r%)
For n = 2, assume that the initial data is represented as

n—1m—1

I(w,y) => Y Ined(z — xx)6(y — ye)

k=0 (=0
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where {1 M}Z;éf;_ol is the discrete image data, the z;, are uniformly spaced by Az > 0, and 7, are uniformly
spaced by Ay > 0. The solution to the linear diffusion equation is

W 0) = iy S S e (452 ) ()
= 271'(7“277"2) Zk 0 2teo g (% F (f/gi_ayii)g
At the grid points x;, y;, and oy, the solution to the diffusion is
n—1lm-—1 .
Ax(i — k) Ay(j - 1)
o=t S e (3 (35-0)
27 (r? kzo % \/77% r2 —rk

Similar formulas hold for dimensions n > 3. If derivatives of u are required, you'll need to compute derivatives
of F(z). Here is a recursive formula for generating those derivatives. The Py (z) are polynomials of degree k:

F®(2) = Pu(2)F(2)
Py(z) = 1
Poa(s) = Pl) - 2Pu(2)

4.2 Diffusion and Metric

The diffusion process generates the multiscale data. The front-end vision system also must interpret this
data in a geometric way in order to construct the representations that later stages of processing will use.
Geometric interpretation requires imposing a metric on scale space. To obtain the desired invariances, note
that a measured spatial difference is meaningful only in the context of the scale at which it is measured.
Similarly, when making multiscale measurements, a measured scale difference is meaningful only in the
context of the scale at which it is measured. These assumptions suggest specifying differential forms as the
measurement tools. As a Euclidean space the 1-forms used for R" X [0g,01] are dz;, 1 < i < n, and do.
However, to retain the desired invariances, the dimensionless 1-forms to be used for scale space measurements
are dr;/o, 1 <i < n, and do/o. The geometry of scale space is determined by the metric involving these

forms:
dx - dx do?
2

ds* = (46)

252"
o pio
In order to compare spatial differences dx and scale differences do we need to use the proportionality constant
between width and scale (41). The “units” of dx and do/p are the same. The inclusion of p in the metric
allows us to combine space and scale so that geometric information can be properly interpreted. We will see

in a later section that scale space with metric (46) has a non-Euclidean geometry.

The metric and the diffusion process are intimately linked together. If M (x,o) represents a real-valued
measurement in scale space, then changes in M are measured as

n

M 3M dx; 8M do
M = Z dzz B0 7= 696 o Tt 30 po’

The natural derivatives to take in scale space are therefore cOM/0z;, 1 <i < n, and pcdM/Jo. Note that
these quantities are dimensionless. Now the diffusion can be viewed as

pa%L = (V) (6V)L
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where the left-hand side is a single application of the scale space derivative with respect to scale and the
right-hand side is a repeated application of the scale space spatial gradient. We will also see in a later section
how measurements of figures, such as figure width, are based on the scale space differentiation.

4.3 Boundary Measurements

Our own vision system appears to recognize a figure in an image by locating and pairing opposing boundaries
of the figure. The boundaries are usually noticeable because of high contrast in luminance at those locations.
High contrast is related to locally large directional gradients in luminance. However, the pairing of opposing
boundaries is a global task which requires the full power of multiscale analysis and scale space. We propose
that the vision system makes a measure of boundariness at each position x, scale o, and orientation u.
Denote this function as B(x,o,u). Specific choices for B might depend on the system and the task, but
reasonable ones appear to be

B(x,0,u) =u-0VL(x0) (47)
for bright (dark) figures on a dark (bright) background, or
B(x,0,u) = |u-oVL(x0)| (48)

for figures where the foreground/background intensity ratios vary through 1 as the figure boundary is tra-
versed.

IMPLEMENTATION DETAILS FOR BOUNDARINESS. Maybe suggest alternatives such as Gabor func-
tions?

4.4 Medialness Functions

This document describes medialness functions which are obtained by linear convolution with a scale-dependent
kernel (scale measured as radial units 7). The continuous model is described first, followed by the discretiza-
tion and implementation details.

Let I : R™ — IR be an image, say I = I(x) where z € R™. A medialness function, M : R" x (0,00) — R, is
given by the linear convolution

M(z,r)=K(z,r)® I(z) = /IR K(z,r)[(z —z)dzy---dz,
where kernel K (z,7) is subject to the constraints

/ K(x,r)dxy---dx, =0 and / |K(z,7)| dxy - - - day, = 1.
RTL ]R/’!L

For now I will concentrate on kernels that are radially symmetric in space and self-similar and dissipative in

scale; that is, kernels are of the form
C
K(x,r)=—F < |$|>
rn T

where constant C' is chosen so that the kernel satisfies the given integral constraints. Notice that F' captures
the effects of radial symmetry and self-similarity. The factor r~" represents the dissipative behavior (the
“amplitude” of F' decreases as r increases). The prototypical example is the normalized Laplacian of a
Gaussian kernel where F(R) = R"~!(n — R?) exp(—R?/2).
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4.4.1 2D Medialness

For two spatial dimensions, the kernels are of the form

F(\/22 42 /r).

Using the change of variables x = rRcosf and y = rRsin6, the integral constraints for K reduce to ones
for F:

K(z,y,r

/ RF(R)dR =0 and / RIF(R)|dR = 1.
0 0

Using the change of variables T = rR cosf and ¥ = r Rsin 6, medialness for 2 spatial dimensions is

M(I,y,’l”) = f fooQTrrz \/:C2+y/7‘ SC*.f,y*g)di'dg

JsS RF(R) (% 0% (x—chosQ,y—rRsinH)d@) dR.

Define the function )
1 ™
A(z,y,\) = 2—/ I(x — Acos @,y — Asind) do. (49)
™ Jo

This function is the average of the image values on a circle centered at (z,y) with radius A. The medialness
is therefore

M(z,y,r) = /OOO RF(R)A(x,y,rR) dR. (50)

If the circular averages are computed as a preprocessing step, then any medialness function can be computed
as a one-dimensional integral rather than as a multidimensional convolution.

Equation (49) is discretized as follows. For a specified radius A, Ny uniformly spaced points are selected on
the circle centered at (z,y) with radius A. The i** point is (z;,y;) = (Acosb;, Asin§;). The angular difference
between consecutive points is A = 27 /N,. The integral is approximated with a Riemann sum as

Nx—1

Alz,y,A) = = Z Iz — iy — yi). (51)

To calculate the image values at the (nonintegral) circle points requires interpolation. However, I avoid this
by using Bresenham’s circle algorithm to generate a set of points which are densely packed and approximately
on the circle of the desired radius, A, which now takes on only integer values. The number of samples N
becomes the number of points generated by the circle algorithm.

Equation (50) is discretized as follows. A cutoff for the integration is selected, call it C, so

M(z,y,r / RF(R)A(z,y,rR) dR.

The number of tabulated values for F(R) is constant throughout the medialness calculations. For small r,
the restriction that A = rR take on only integer value would lead to an inaccurate approximation of this
integral (using Riemann sums). For example, if C' = 2 and r = 1, then R can be only 0, 1, or 2 in order that
rR be an integer. The Riemann sum approximation is M (x,y,1) =0+ F(1)A(z,y,1) +2F(2)A(z,y,2). For
typical kernels, F'(C) = 0, so the approximation to M (x,y,1) depends on a single kernel value F(1).
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Instead, I treat A(x,y,\) as a piecewise constant function in the continuous variable A where the constant
values of A are known for integer values of A. Let the number of tabulated values for F'(R) be denoted S.
The samples are uniformly spaced, say R, = Ck/S and F, = F(Ry) for 0 < k < S. The integral (over
[0, C]) of medialness becomes

C S—1
/ RF(R)A(z,y,rR)dR = % > RiFpA(x,y, [rRi])
0 k=0

where [v] is the ceiling function which returns the smallest integer greater than v. Rather than store only
the values Ry F} and continually sum them, it is possible to precompute the partial sums and do a table
lookup for the integration. More precisely, the circular averages A(x,y,%) are computed for 0 < i < rC for a
given integer radius r > 1. For a given r and a selected ¢, the range of k indices for which the corresponding
Ry Fy, multiply A(z,y,1) is
Si <k < S(i+1)
Cr Cr

The summation over k can be replaced by summation over i, and the medialness is approximated as

S(i+1)
[rC] Cr -1

M(z,yr)=> | > ReF.| Alz,y,i). (52)
k=g

i=1

4.4.2 2D Code

The objects which handle medialness computations are implemented in files medial2d.{h,c}. The class is
named Medial2D. Its description is given below.

#include <Magic.h>

typedef struct {
int samples; // number of samples S for F(R)
float* data; // data = new float[samples] stores the F_k values
float cutoff; // 0 <= R <= cutoff C

} Kernel2D;

class Medial2D : public Spline3

{

private:
Image_ FLOAT& im; // initial image
Image_FLOAT& med; // medialness image

// callback to Spline3 object
static Medial2D* object;
static void compute_function_values ();

int kradii; // class copy of S/C

float kcutoff; // class copy of C
float** kernel; // kernel[r][i] are partial sums of R_k F_k
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void build_kernel (Kernel2D& kern) ;
// kern[i] is F(R_i), this routine produces R_i F(R_i) and
// adjusts the values so that the integral(R F(R)) = 0 and
// integral(R |F(R)|) =1

Shell2D* circle;
// circle[i] is Bresenham mask for circle of radius i+1

public:
Medial2D (Image_FLOAT& _im, Image_FLOAT& _med, Kernel2D& kern);
“Medial2D ();

float medialness (int x, int y, int r);

static Kernel2D morse_kernel (int samples, float rho);
static Kernel2D fritsch_kernel (int samples, float cutoff);
};

The Kernel2D structure keeps information about the function F(R). The field samples stores the number
of samples S. The field cutoff stores the maximum value C for the variable R. The value datalk],
0 <k <S8, stores Fj, = F(Ry) where R, = kC/S. The caller of Medial2D is responsible for allocating and
deallocating the data field in the Kernel2D passed to the constructor. Two standard kernels are provided
(Morse, Fritsch). A typical usage would be

Image_FLOAT im("head.im");

int rmax = (im.bound(0) < im.bound(1) ? im.bound(0)/4 : im.bound(1)/4);
Image_FLOAT med(im.bound(0),im.bound(1) ,rmax) ;

Kernel2D kern = Medial2D: :morse(256,0.25);

Medial2D medial (im,med,kern);

delete[] kern.data;

T’ll hack a Kernel2D class later to avoid having to explicitly delete the kernel data.

Data member im is a reference to the 2D image whose medialness is to be computed. The medialness values
at integer locations (x,y, r) will be stored in a 3D image. The caller of Medial2D is responsible for allocating
this image. Data member med is a reference to this 3D image.

The inherited spline object Spline3 is a B-spline interpolator. The Medial2D constructor sets the inter-
polator to be bicubic. The degree may be changed, but I needed at least degree 3 for applications which
require continuous second-order derivatives of medialness. Typically the buffer med supplied by the user
has no medialness values stored a priori, so the buffer should be initialized to MAXFLOAT. The routine void
compute_function_values() is a callback to the Spline3 class. If a MAXFLOAT is encountered by the spline
object, then the callback function is executed to fill in the missing data. The callback itself makes calls to
the member function float medialness(int,int,int).

Data members kradii and kcutoff are initialized by the member function void build _kernel (Kernel2D&)
to S/C and S, respectively. The double array kernel[r] [i] is created by the same member function to
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store the sums
SG41) 4

Cr
> mn
-
which appear in equation (52). These values are used in the convolution which is performed by function

member float medialness(int, int,int).

The single array circle[r], 0 < r < C * ryax stores the points for a circle (centered at the origin) of radius
r 4+ 1. The value of ry.x is the r-bound for the medialness buffer supplied by the caller.

Medialness at the integer grid points are computed implicitly as needed by the spline object. If there is a
need to compute them explicitly, use the function member float medialness(int,int,int).

Medial2D m(image,med,kern);
int xi = 10, yi = 20, ri =4
float xf = 10.5, yf = 20.5, rf = 3.8;

// compute medialness at an integer point
float resultl = m.medialness(xi,yi,ri);

// compute medialness at a noninteger points (uses spline)
float result2 = m(xf,yf,rf);

// compare results of two calls
if ( m.medialness(10,20,4) '= m(10,20,4) )
cout << "results not the same" << endl;

The results produced by the two calls at an integer grid point are generally not equal. The B-spline in-
terpolation is based on the values produced by method medialness and it is not an exact interpolation
algorithm.

4.4.3 Fritsch Medialness

The Fritsch medialness kernel is based on computing medialness as

M(l’7y,0') = —U%(x,y,a)

where L is the solution to the diffusion equation oL, = ¢2V?L for ¢ > oy > 0 with initial conditions
L(z,y,00) = I(x,y). The kernel is K(z,y,0) = —0?V2G(z,y,0) where G is a circular Gaussian with
standard deviation o. More explicitly,

1 z\2  [y\2 2% 4y
K = (2 () = (1) e (242,
(z,9,0) 2702 ( o o P 202
In this case the scale o and radius r are treated as the same parameter, so without loss of generality we use

r. Setting R = /(x? + y?)/r, the nondissipative part of the kernel is
F(R) = (2 — R*)exp(—R?/2).

The Medial2D method to compute this function is straightforward.
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4.4.4 Morse Medialness

The Morse medialness kernel is based on computing medialness as

M(z,y,0) = —/0 ' u(0) - oVL((z,y) + ru(f),o) do

where L is also the solution to the diffusion equation oL, = 02V?L for ¢ > 0y > 0 with initial conditions
L(z,y,00) = I(z,y). The vector u(f) = (cos#,sind) is a direction vector. The idea is to compute the
medialness of point (z,y) relative to (possible) boundaries at a distance r units away. The function M is
in effect the average of directional Gaussian derivatives of intensity around a circle centered at (z,y) with
radius r, the orientation of the Gaussians being towards the circle center.

This medialness can be written as a linear convolution M(z,y,0) = K(x,y,0) ® I(x,y) where

2m
K(z,y,0) = 7/0 u(®) - oVG((z,y) + ru(6), o) do

where G is a circular Gaussian with standard deviation o. Some calculations will show that

2
(T eosot Ysing g T) L 05 [ (%4 Zeost) 4 (L4 Dsing)’
K(xvy,g)_/o <0C089+081n0+0> 5o exp( 0.5 |:(O_+UCOSQ) +(O+Usm9> ]) de.

The relationship between scale ¢ and radius r is allowed to be slightly more complicated. We assume that
o = pr for some positive constant p. Experiments have shown that 0.125 < p < 0.5 is a suitable range. For
p =1, the kernel is very similar to the Fritsch kernel for medialness. Using the scale-radius relationship, and
setting R = \/22 + y2/r and ¢ = tan~!(y/z), it can be shown that

27
K(z,y,r) = QW’%TQ/O (1+ Rcos(8 — ¢)) exp (—2;2 (R2 + 2R cos(f — ¢) + 1)) do.

Note that ¢ depends on z and y, so at first glance the integral is not simply a function of R. However, cosine
is a periodic function and the interval of integration is over a full period. The integral value is therefore
independent of the phase, so

1 ’r 1
K(z,y,r) = W/o (14+ Rcosf)exp (_2p2(R2 +2Rcosf + 1)> db.

The kernel is now in the form Cr~2F(R) for some constant C' where R = /22 + y2/r. The nondissipative
part of the kernel is

2m 1
F(R) = /0 (14 Rcosf)exp (—2p2(R2 +2Rcosf + 1)> do.

Function F(R) is related to modified Bessel functions. The modified Bessel function of order zero is an even
function given by

17 - 24
Io(z):f/ exp(zcosf) d Z /
0

™
=0

49



This function is also a solution to the second-order linear differential equation: z?w” 4+ zw’ — 22w = 0. The
modified Bessel function of order one is an odd function given by

1 s
Li(z) =I)\(2) = f/ cos 0 exp(z cos 6) df
0

7r
and it is a solution to the differential equation: 22w + 2w’ — (2% + 1)w = 0. We can rewrite

RZ+1

) [I0(R/5) — RL(R/%)] .

We can take advantage of this relationship to compute F' by calculating the modified Bessel functions.
Polynomial approximations to these functions can be found in the section on special functions (and in
specfunc.c).

4.4.5 3D Medialness

For three spatial dimensions, the kernels are of the form

1
K(z,y,2,7) = mF(\/$2 +y2 4 22/r).

Using the change of variables z = rRcosfsin ¢, y = rRsinfsin ¢, and z = r R cos ¢, the integral constraints
for K reduce to ones for F':

o0 (o)
/ R?*F(R)dR =0 and / R*|F(R)|dR = 1.
0 0

Using the change of variables T = rR cos 6 sin ¢, § = rRsin 0 sin ¢, and Z = r R cos ¢, medialness for 3 spatial
dimensions is

M(xz,y,z,7)

= [ [ S A P2+ 2+ 2 ) (x — 2,y — §, 2 — z) didydz
_ 2 R2F(R) (ﬁ 27 [T (2 — rRcosfsin ¢,y — rRsinOsin ¢, 2 — rRcos ¢) sin ¢d¢d9) dR.

Define the function
1 2 T
A(z,y,2,\) = 4—/ / I(x — Acos@sin g,y — Asinfsin @, z — A cos @) sin pdodo. (53)
™ Jo 0

This function is the average of the image values on a sphere centered at (z,y, z) with radius A. The medialness
is therefore -
M(z,y,z,7) = / R*F(R)A(x,y, 2,7R) dR. (54)
0

If the spherical averages are computed as a preprocessing step, then any medialness function can be computed
as a one-dimensional integral rather than as a multidimensional convolution.
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Equation (53) is discretized as follows. For a specified radius A, N, densely packed points are selected on the
sphere using a Bresenham-like algorithm as in the 2D case. The integral is approximated with a Riemann

sum as
1 Nx—1

A(:c,y,z,)\)iN—A > IHa =iy — iz — 2). (55)
i=0

Equation (54) is discretized as follows. A cutoff for the integration is selected, call it C, so
c
M(x,y,z,7) = / R*F(R)A(x,y, z,7R) dR.
0

The number of tabulated values for F'(R) is constant throughout the medialness calculations. As in the 2D
case, I treat A(z,y,z,\) for A =1,2,... as a piecewise constant function in the continuous variable A. Let
the number of tabulated values for F(R) be denoted S. The samples are uniformly spaced, say Ry = Ck/S
and Fy, = F(Ry) for 0 < k < S. The integral (over [0, C]) of medialness becomes

c

S—1
REF(R)A(ry,2,rR) AR = & 3" BRFiA(r,y, 2 [rRi]).
0 k=0

Partial sums of R?F), are precomputed. The spherical averages A(x,y, z,i) are computed for 0 < i < rC
for a given integer radius » > 1. The summation over k can be replaced by summation over i, and the
medialness is approximated as

[rC] 75(5;1) -1

M(a:,y,z,r)iz Z RIF, | A(z,y, 2,19). (56)

4.4.6 3D Code

The objects which handle medialness computations are implemented in files medial3d.{h,c}. The class is
named Medial3D. Its description is given below.

#include <Magic.h>

typedef struct {

int samples; // number of samples S for F(R)
float* data; // data = new float[samples] stores the F_k values
float cutoff; // 0 <= R <= cutoff C

} Kernel3D;

class Medial3D : public Spline4

{

private:
Image_FLOAT& im; // initial image
Image_FLOAT& med; // medialness image

// for callback to Spline4 object
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static Medial3D* object;
static void compute_function_values ();

// kernel computation and convolution

int kradii; // class copy of S/C

float kcutoff; // class copy of C

float** kernel; // kernel[r][i] are partial sums of R_k"2 F_k

void build_kernel (Kernel3D& kern) ;
// kern[i] is F(R_i), this routine produces R_i F(R_i) and
// adjusts the values so that the integral(R F(R)) = 0 and
// integral(R |F(R)|) =1

Shell3D* sphere;
// sphere[i] is Bresenham mask for sphere of radius i+1

public:
Medial3D (Image_FLOAT& _im, Image_FLOAT& _med, Kernel3D& kern);
~“Medial3D ();

float medialness (int* xi);

static Kernel3D morse_kernel (int samples, float rho);
static Kernel3D fritsch_kernel (int samples, float cutoff);
};

The descriptions of all the members is nearly identical to that of the 2D case. Rather than circle masks, this
class has spherical masks. The value sphere[r] is the mask for a sphere centered at the origin of radius
7+ 1.

4.4.7 Fritsch Medialness
The Fritsch medialness kernel is based on computing medialness as
L
M(.’ﬂ, Y, z, U) = 70—(270_@93 Y, 0)

where L is the solution to the diffusion equation oL, = 02V2L for ¢ > oy > 0 with initial conditions
L(z,y,z,00) = I(z,y,2). The kernel is K(z,y,z,0) = —0?V?G(z,y, 2,0) where G is a circular Gaussian
with standard deviation o. More explicitly,

Koo = oy (3= (7) = (2= () ) oo (-5

Although the constant in the kernel is not 1/(47), we will treat o and r as the same. The code will make
sure the kernel has absolute integral equal to one. Setting R = /(22 4+ y2? + 22)/r, the nondissipative part
of the kernel is

F(R) = (3 — R?) exp(—R?/2).

The Medial2D method to compute this function is straightforward.
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4.4.8 Morse Medialness

The Morse medialness kernel is based on computing medialness as

27
M(z,y,z,0) / / ) oVL((z,y.2) + ru(f, ¢), o) sin ¢dpdo

where L is also the solution to the diffusion equation oL, = 02V?L for ¢ > 0y > 0 with initial conditions
L(z,y,z,00) = I(x,y,2). The vector u(f, ¢) = (cosfsin ¢, sin 6 sin ¢, cos ¢) is a direction vector. The idea is
to compute the medialness of point (z,y, z) relative to (possible) boundaries at a distance r units away. The
function M is in effect the average of directional Gaussian derivatives of intensity around a sphere centered
at (z,y, z) with radius r, the orientation of the Gaussians being towards the sphere center.

This medialness can be written as a linear convolution M(x,y, z,0) = K(x,y, z,0) ® I(z,y, z) where

2
K(z,y,z,0) / / ) oVG((z,y.2) + ru(0, @), 0) sin pdodd.

As in the 2D case, let 0 = pr for some positive constant p. Some calculations will show that

1 27 1 .
K(mayvz,r) = WWA /0 (]. -+ T) exp <2p2(R2 + 2T -+ 1)) Slngf)d(ﬁd&

where
T(z,y,z,1,0,0) = fcosé)smd)—l— fsmﬂsm(b—i— fcosgzﬁ
r

Although not proved here, the claim is that the integral is a function only of R = /x2 + y2 + 22/r. Conse-
quently the integral may be simplified by considering z =0, y = 0, and z = rR:

K(R,r) = W J2T [T+ Reos ¢) exp <72L(R2 +2Rcos ¢ + 1)) sin pdedd

= (Qw)l/zp T3) fo + Rcos ¢) exp ( % Rcos ¢> sin ¢da.
The presence of sin ¢pd¢ allows the integral to be evaluated in closed form:

2\/27rexp( R’ “
P23 R

K(R,r)= ) [(1+ p*)sinh(R/p*) — Rcosh(R/p?)] .

4.5 Cores Implementation

The core implementations are found in the applications directory, magic3/appls/core?d, where 7 is 2 or 3.
The code only finds 1-dimensional ridges in 3D scale space or 4D scale space. The code is in core?d.zip.
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